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Abstract— Augmented Reality (AR) on mobile devices has 

picked up great momentum in a host of industries, providing 

engaging and interactive experiences via the blending of digital 

overlays with real-world environments. A key enabling 

technology behind such applications is computer vision, which 

facilitates real-time object detection and tracking for AR 

overlays. Yet, implementing effective computer vision models on 

low-powered handheld devices raises a host of challenges. This 

work discusses lightweight object detection and tracking 

techniques optimized for mobile platforms with the focus on 

such models as MobileNet and YOLO-tiny that are capable of 

providing real-time performance with very low computational 

costs. Another major concern in mobile AR systems is balancing 

the requirements of graphic rendering for AR overlays with 

machine learning (ML) computations for object detection. This 

paper reviews methods of dividing resources among these 

mutually competing processes, i.e., model pruning, adaptive 

rendering, and hybrid processing methodologies. Methods of 

reducing latency and optimizing power efficiency are also 

presented to improve the user experience on mobile devices. 

Additionally, privacy and security issues are discussed in the 

realm of AR with edge computing identified as a way to protect 

sensitive information. The paper concludes by outlining future 

directions for AR on handheld devices, such as improvements in 

computer vision models, the development of AR-specific 

hardware, and new applications taking advantage of this 

technology in education, healthcare, and entertainment. 

Through this, we hope to give a holistic view of challenges and 

opportunities involved in deploying computer vision for 

augmented reality on mobile platforms. 

Keywords— augmented reality, computer vision, lightweight 

object detection, mobile AR, real-time tracking, graphic rendering, 

machine learning, resource-constrained devices, edge computing, 

privacy. 

I. INTRODUCTION  

Augmented Reality (AR) has evolved a great deal from being 
a hobby technology to a mass device with extensive 
applications in numerous industries like gaming, education, 
retail, and healthcare. With handheld devices like 
smartphones and tablets becoming increasingly popular, AR 
has turned into a mainstream device in nature, delivering 
immersive experiences by uniting the real world and digital 
information. The function of the computer vision module in 
enabling experiences such as these is pivotal, as it enables the 
device to identify, track, and detect objects in real-time and 
enable the integration of AR overlays into the user 
environment. [1] The success of AR applications thus 
depends on the quality of computer vision algorithms and 

models which are capable of running on power-constrained 
mobile devices. 

But it is not easy to run effective object detection and tracking 
models on handheld devices. Handheld devices are normally 
limited in terms of processing capabilities, memory, and 
battery power, and installing sophisticated machine learning 
(ML) models widely deployed in object detection is not 
convenient. AR applications also demand real-time 
performance and therefore delays in object detection or 
tracking would negatively affect the user experience.[1] 
Hence, mobile-optimized light models need to find the 
perfect harmony between performance and computational 
cost. Balancing rendering the graphics, which also uses 
considerable resources, and ML computations for object 
detection and tracking increase complexity. 

This work addresses the algorithmic and architectural method 
of achieving such balancing demands and delves into light-
weight object detection on mobile devices. It also examines 
the methods of achieving the optimization of resource trade-
offs between graphic rendering and ML processing in real-
time AR. [2] Through investigation of current methods and 
development of new ones, this work seeks to bypass 
performance limits and resource availability inherent in AR 
deployment in mobile. 

II. OVERVIEW OF COMPUTER VISION IN AR 

A. Computer Vision in AR Systems: 

Computer vision is one of the major enablers of augmented 
reality (AR) systems, allowing for interpretation and 
interaction with the real world. In AR, basic computer vision 
techniques such as object recognition, detection, and tracking 
allow the system to identify and overlay digital content on the 
real world. Object recognition is the identification of pre-
defined objects or shapes in the scene, while object detection 
is the identification of objects within the field of view of the 
camera. Object tracking is, however, a crucial component to 
maintain the virtual objects synchronized with their real 
counterparts when the camera or the user is moving. 
Together, all of these approaches form the basis of AR 
applications and enable an effortless integration of virtual and 
real-world elements. 
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Fig. 1. AR Use Case Diagram 

All these computer vision operations must be carried out in 
real-time on mobile devices, tablets, or other handheld 
computing devices in order to generate interactive and fluid 
AR experience. As soon as an object is identified, AR 
systems need to track the object continuously so that they can 
place digital data in the right location, i.e., labels or 3D 
models, on the object. If not, it causes misalignment or 
latency, which breaks the illusion and destroys immersion in 
the AR environment. Ensuring that efficiency and swiftness 
are met at the expense of as little inaccuracy as possible is the 
requirement of real-time performance places on computer 
vision models.  

 

B. Important AR Issues in Handheld Systems: 

Though computer vision algorithms are the most important of 
concerns for AR, their operation within handheld systems 
poses some issues of serious consideration. One major 
limitation presented by handheld systems as compared to 
desktop or cloud-based high-capacity systems is limited 
processing power. Run-of-the-mill ML object recognition 
and tracking models pose the threat of exhausting the CPU 
and GPU capabilities of the mobile device to the point that 
the device either becomes unresponsive or operates in a slow 
way. Secondly, mobile phones don't have access to high 
levels of memory reserve, which automatically decreases the 
size of the model and dataset it can run from, thereby limiting 
the system's ability to execute large and complex scenes 
within the AR environments. 

 

Battery life is another crucial concern for mobile AR. 
Continual use of the camera, sensors, and processors for 
computer vision will drain the device battery in a matter of 
minutes, making extended usage impossible. Secondly, 
keeping up real-time performance for AR applications 
requires minimizing latency, which poses a challenge using 
the limited power of mobile hardware. Any processing or 
rendering lag can destroy the user experience through a loss 
of immersion.[3] 

These constraints necessitate the design of lightweight, 
efficient computer vision models for hardware-limited 
devices. In these regards, model compression, pruning, and 
the use of highly optimized mobile-optimized architectures 
like MobileNet and YOLO-tiny have all been proposed to 

overcome such constraints. Nevertheless, this tradeoff 
between real-time requirements and the computational cost 
of computer vision and graphics rendering remains a hard and 
active research topic for AR on mobile. 

 

III. LIGHTWEIGHT OBJECT DETECTION AND TRACKING 

FOR AR 

A. Techniques for Lightweight Object Detection: 

Object detection in augmented reality (AR) mobile apps is 
highly affected by the limitations of mobile devices in terms 
of memory and processing power. To address such limitations, 
researchers and developers have been keen on developing 
lightweight object detection models, especially for mobile 
applications. Models such as MobileNet and YOLO-tiny are 
among the most popular among them. MobileNet is employed 
in the depthwise separable convolution case to decrease the 
parameters and computation cost at the expense of very 
insignificant loss of accuracy. YOLO-tiny is, in turn, the 
compact form of YOLO (You Only Look Once) object 
detection model with fast and efficient real-time computation 
on mobile. [4] Both the models are size-optimized and 
inference-speed-optimized very highly and therefore best 
suited for object detection in AR applications where real-time 
is critical. 

 

Fig. 2. A Lightweight Object Detection Algorithm for Remote Sensing 

Images 

B. Real-Time Object Tracking for AR Overlays: 

Object detection is only the beginning. When an object is 
detected, the system needs to track the position and movement 
of the object in order for the AR overlays to stay in position. 
Real-time tracking is necessary in dynamic AR interaction 
when the object or user can be in motion and the virtual objects 
need to be maintained in their correct positions against the real 
world. Robust tracking methods such as optical flow, 
correlation filters, and Kalman filtering can be applied to 
predict and update the object position from frame to frame. 
For mobile phones, these tracking algorithms are made 
efficient, taking advantage of on-chip hardware accelerators 
like the GPU or even specialized neural processing units 
(NPUs) for fast, computationally efficient tasks. This results 
in a latency-free, instant AR experience wherein virtual 
objects interactivity respond to the surroundings or to user 
interaction with no latency. [5]  
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C. Optimization Strategies 

Apart from minimizing the computational burden without 
compromising performance and accuracy, different 
optimization methods are utilized in object detection and 
tracking pipelines. 

One of them is pruning a neural network, wherein elimination 
of less significant or redundant parameters from the network 
is performed, thereby minimizing model size and inference 
time. Quantization is another method that decreases the 
precision of model weights from floating-point to integers to 
allow for faster computation with acceptable loss in 
performance.[5] Low-resolution input processing, in which 
the input images are downscaled to lower resolutions before 
being input into the model, also decreases computational 
complexity at the expense of acceptable levels of 
performance. These optimizations are crucial in making AR 
apps run on mobile devices that are generally resource 
limited.[6]  

 

IV. BALANCING GRAPHIC RENDERING AND ML 

COMPUTATIONS 

A. Resource Constraints of Mobile Phones: 

Smartphone and tablet possess limited CPU, GPU, and 

memory, and it gets cumbersome to carry out machine 

learning (ML) for object tracking/detection and graphing 

render for AR overlay simultaneously. CPU handles general 

computing, and such computations as graphic rendering keep 

the GPU busy, which in AR's case must be used in order to be 

able to project a realistic-appearing visual overlay. Other than 

that, object detection and tracking algorithms are also 

computationally complex and require huge memory 

bandwidth, which also tends to compete with rendering high-

quality real-time graphical content. Such competition for 

resources tends to create bottlenecks in performance, leading 

to slow detection, track loss, or visual degradation in AR 

applications.[7] 

 

B. Workload Balancing Techniques 

To balance the workload between rendering and ML 

calculations on mobile devices, various strategies have been 

proposed. Scheduling algorithms can be employed to schedule 

the tasks priority-based or urgency-based so that the object 

detection and rendering tasks are allocated sufficient 

computational resources in a timely manner. Adaptive 

rendering is applied to adaptively adjust AR overlays' quality 

in a dynamically varying manner according to available 

resources and degraded graphic quality under resource 

limitations, releasing resources for utilization by ML 

processing. Hybrid processing configurations in which parts 

of the computing (such as computationally intensive ML 

tasks) are outsourced to the cloud or other computers can be 

used for moving the load away from the device towards the 

cloud/cloud computers. Local object detection, for example, 

can be done initially, and heavyweight computation like 

difficult tracking or precise object detection can be done 

remotely. This cross-platform setup enables more interactive 

AR experiences without overwhelming the local resources of 

the device.[6]  

 

C. Case Study/Examples 

One such practical example of ML calculations and graphical 

rendering is the case of AR gaming apps such as Pokémon 

GO. The app employs light object recognition algorithms to 

detect real objects, e.g., surfaces, and follow their locations 

and render interactive AR objects, e.g., virtual Pokémon, on 

them. With adaptive and optimized ML models, the app can 

achieve real-time performance across a variety of mobile 

phones. Likewise, consumer retail applications like IKEA's 

AR app for customers to see how they can virtually place 

furniture in their living environment challenge object 

detection ML and graphics rendering with light models and 

dynamic rendering. These examples prove how AR apps on 

mobile platforms balance computationally intensive tasks 

without sacrificing smooth user experience. 

 

V. PERFORMANCE OPTIMIZATION IN AR APPLICATIONS  

A. Minimizing Latency in AR Systems: 

The most applicable attribute that determines the user 

experience of augmented reality (AR) systems is latency. 

Latency induces disconnection between interactions since AR 

objects do not respond in unison with activities in the real 

world, missing the immersive feeling for users. The manner in 

which computations are handled in an AR system for object 

detection, tracking, and rendering determines the extent to 

which the system can engage real-time. In mobile systems, the 

problem is even aggravated by constrained processing 

capacity such that latency reduction becomes unavoidable. 

There are various techniques of reducing latency in AR 

systems. One of them is asynchronous computation where the 

various tasks such as object detection, object tracking, and 

graphic rendering are done in parallel. By doing tasks in 

parallel instead of sequentially, asynchronous computation 

minimizes the time for each AR frame, and hence the 

experience becomes smoother and faster. 

 

Another robust mechanism is edge computing. With 

conventional cloud-based systems, data has to be shipped to 

distant servers where it is processed, causing massive latency 

due to network communication. But edge computing brings 

processing nearer to where data is—on device or on local 

servers in proximity—minimizing latency exponentially. 

Local processing ensures AR systems can respond in real time 

without network limitation. Local compute-enabled AR 

devices are able to do computationally intensive tasks like 

object detection, tracking, and simple AR rendering without 

cloud servers. 

 

Another factor that decreases latency is caching. By saving the 

most-referenced data locally, the device is able to access the 

data immediately rather than redoing it or reloading it from 

distant locations. For example, in AR navigation applications, 

landmarks or objects detected can be preloaded and saved 
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beforehand and the device may save their locations to its 

memory without the recalculation time and again. These 

technologies together make mobile device AR applications 

capable of providing an optimal real-time experience without 

any latency.  

 

B. Energy Efficiency Considerations: 

Power efficiency is equally important as performance for AR 

hand-held devices. AR software is resource-intensive, and 

therefore putting the requirement of ML computation for 

object detection and tracking and graphic processing of the 

virtual overlays means they are draining battery life quickly. 

The challenge here is to make a balance between the 

requirement for high-performance real-time AR and the 

constraint on battery life and computational resources. 

One of the most significant ways of achieving maximum 

energy efficiency is through the utilization of light ML models 

that have been fine-tuned for low-resource environments. 

 

MobileNet and YOLO-tiny are both models that were 

specifically designed with the very intention of being useful 

on mobile phones with very limited processing power. These 

models are slender but can carry out accurate object detection 

and tracking so that AR apps can work smoothly without 

consuming much battery power. In addition, methods such as 

model pruning and quantization can also be employed for 

additional optimization of ML models. Pruning removes the 

extra weights, and quantization lowers the weight and 

activation precision, both of which decrease computation 

burden and power usage. Dynamic scaling is another method 

that can be employed to keep mobile AR device energy usage 

under control. 

 

Fig. 3. MobileNEt Architecture 

 

Dynamic scaling enables the system to dynamically scale the 

processing power it utilizes depending on task complexity. As 

a case in point, in off-peak hours or where computation-

intensive object detection is unnecessary, the device can scale 

the processing down for the sake of saving battery life. But in 

requirement-based situations like the rendering of a complex 

AR overlay, the system can indeed boost its resources for a 

brief period such that they are equivalent to the requirement. 

Other than optimizing ML compute, graphic render must be 

addressed in an appropriate way in an effort to conserve 

power. 

 

Methods like adaptive rendering make it possible to 

dynamically adjust the quality of AR graphics depending on 

battery life or the processing load at hand. For example, 

lowering the frame rate, resolution, or level of detail in non-

critical situations can easily save power without lowering 

overall user experience. Such approaches make AR apps 

provide a seamless and visually rich experience while 

extending the battery life of handheld devices. 

 

VI. PRIVACY AND SECURITY IN AR APPLICATIONS 

A. Privacy Threats in AR Object Detection: 

Computer vision-based AR applications, particularly object 
detection and tracking, do pose some privacy threats. AR 
technology has been designed to react to the real world in real 
time, generally by capturing and processing images, video, 
and location information. In mobile phones, it can imply 
identification and reading of objects within individuals' own 
space, that can capture private data like private objects, 
individual environments, or even individuals unauthorized. 
Such encroachment in privacy is less desirable in cases where 
AR tools are used within public or individual spaces where 
people expect some privacy.[8] 

For instance, in AR shopping apps that identify products in a 
shop or AR home decor apps that identify a user's living 
room, the user's personal information like their location, 
objects within their home, or their history of purchases could 
be inadvertently shared. Additionally, in AR social media 
where virtual content is experienced as being over the actual 
world, personal or sensitive data may be gathered, stored, and 
misused. Such privacy matters demand strong data protection 
measures and vigilance in design to ensure that users' 
personal data is secured when dealing with AR applications. 
 
 

B. Edge vs. Cloud Processing for Privacy: 

Maybe one of the more effective remedies to address privacy 
concerns in AR apps is using edge computing, wherein data 
is processed locally within the phone rather than sending the 
data through to be processed remotely by servers. Local 
processing of sensitive data such as images or video on the 
device itself minimizes the chances of personal information 
being accessible to third-party servers, thereby enhancing the 
privacy of the users. As one specific example, an AR 
application that can identify objects at home can perform all 
the necessary computations locally without passing any 
information to cloud servers ever. Therefore, private and 
personal information is never shared with anybody else, 
minimizing the chance of exposure or exploitation.[9]  
 
The second approach offers higher processing capacity and 
functionality for rapid processing of mass data but involves 
more risk from the perspective of privacy. Cloud data would 
probably be hosted on the third party's servers, which are 
hackable, data can be leaked, or the data can be hacked. AR 
apps based on cloud need proper encryption methods and 
proper data administration processes to protect user data. 
However, privacy violation is feasible when confidential data 
is exchanged via the internet or is stored remotely, and that's 
where edge computing seems more fit to employ in 
applications demanding the highest level of privacy.[9] 
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Therefore, all AR applications resort to a compromise 
between the two approaches—leverage hybrid systems with 
both edge and cloud computing access. In this case, less 
sensitive processes can be outsourced to the cloud for 
optimization, but private or sensitive data are processed 
locally on the device. For example, local object detection can 
be performed on the edge device while computationally 
demanding processes such as environment mapping or data 
analysis can be outsourced to the cloud. This hybrid model 
makes AR applications be high-performance without 
infringing on users' privacy. Also, advanced privacy 
protection techniques such as federated learning can protect 
users' data. With federated learning, the model is learned 
across several devices without revealing actual data, hence 
allowing the system to learn and improve without revealing 
user data on every device. The method is widely applied in 
AR applications as a means of achieving balance between the 
need for data processing and the need for shielding from data 
requests.[10] 

 

VII. FUTURE DIRECTIONS AND CHALLENGES  

A. Advancements in AR Computer Vision Models: 

Along with the rapid progress of AR applications, probably 
the most exciting area of upcoming growth is coming up with 
even more computationally efficient computer vision models 
for extremely small handheld gadgets. Models like MobileNet 
and YOLO-tiny were already making it possible to use mobile 
object detection, but with the addition of Transformers and 
attention models, it becomes absolutely enthralling. These 
models, which have already been very effective in 
applications such as computer vision and natural language 
processing, can help make AR systems more improved with 
object detection being stronger, more accurate, and quicker. 
Transformers, by their capacity to focus on object-specific 
regions of an image using attention mechanisms, can be a 
game-changer for the efficiency of AR systems, particularly 
object recognition and tracking performed within dynamic 
scenes. Such types of models can become increasingly 
important to use cases such as real-time object detection and 
AR overlay interaction, with their prunability and 
quantizability potentially making them remain affordable for 
cell phones. 

 

B. AR Hardware Development 

Hardware capabilities of mobile phones will also shift, and 
this will largely impact the performance of AR apps. With the 
introduction of AR-specific processors and accelerators, 
smartphones will have the ability to execute more demanding 
AR operations without compromising on performance or 
battery consumption. AR-specific hardware blocks will be 
optimized such that machine learning computations and 
graphics rendering are conducted in parallel, removing the 
current bottleneck of resources. As an example, the Neural 
Processing Unit (NPU) or the Graphics Processing Unit 
(GPU) that is based on AR loads will enhance the speed of 
object detection and tracking, as well as AR environment 
rendering. Furthermore, extended battery life and hardware 
power saving will enable longer duration AR use, further 

leading to valuable real-world applications of AR on 
handhelds. 

 

C. Applications of AR on Handheld Devices in the Future: 

AR in future smartphones will go beyond entertainment and 
gaming into new applications in education and  medicine 
industry. Education will leverage AR to build interactive 
learning environments where computer vision can view 
objects in the physical world and overlay information or 
simulation on top to enable learning. In medicine, AR has the 
ability to be employed for the support of surgeons or of 
medical interventions via the projection on the patient's body 
of appropriate data so doctors may make instantaneous 
decisions. AR may even in industry be utilized for increasing 
the usage in various domains like distant maintenance, with 
the repair person able to analyse and repair the machines 
through AR interfaces on the basis of computer vision. As 
computer vision progresses and hardware improves, AR 
applications will continue to grow, making way for new 
opportunities in those fields and others. 

 

 

Fig. 4. Mobile marker-based Augmented Reality kinematics 

 

VIII. CONCLUSION 

In short, this work has discussed the required challenges and 
solutions to introduce lightweight object detection and 
tracking for augmented reality (AR) on mobile devices. With 
the constraints of limited processing power, memory, and 
battery life, the creation of light-weighted computer vision 
models and the balancing act between machine learning 
computations and graphics rendering for resources is critical 
in providing unobtrusive real-time AR experiences. Methods 
like model pruning, quantization, and asynchronous 
computation, coupled with advancements in hardware, have 
enabled the mobile phone to run more complex AR apps. 

But the balance between performance, energy consumption, 
and privacy is still an area of ongoing innovation. With new 
architectures like Transformers and attention-based models 
becoming popular, and AR-specialized hardware continuing 
to develop, the future of AR on mobile is bright. Active 
research and innovation will be key to unleashing the full 
potential of AR in education, healthcare, industry, and more, 
to deliver immersive and interactive experiences while 
mitigating the weaknesses of mobile platforms. 
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