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Abstract—This study evaluates the performance of var- 

ious neural network models and a pre-trained trans- 

former model in the task of quote classification. The 

models analyzed include Fully Connected Neural Networks 

(FCNN), Long Short-Term Memory (LSTM), Gated Re- 

current Units (GRU), Bi-directional LSTM (BiLSTM), and 

DistilBERT. The goal is to identify the most effective model 

for the given dataset based on key performance metrics 

such as accuracy, precision, and recall. DistilBERT, a 

lightweight transformer-based model, is also assessed for 

its efficiency and accuracy compared to traditional neural 

network approaches. 

Index Terms—Natural Language Processing (NLP), 

Data Preprocessing, Machine Learning, Quote Classifi- 

cation, Multi-label Classification, Neural Networks (NN), 

Transformer Models, DistilBERT. 

I. INTRODUCTION 

A key component of artificial intelligence (AI) 

is NLP, which has enabled machines to effectively 

understand and process human language. With pro- 

found impact across various fields from sentiment 

analysis and text classification to machine transla- 

tion, NLP has revolutionized how textual data is 

handled in domains [1] such as healthcare,social 

media and customer service. 

Recent advancements have enabled machines [2] 

to understand and produce human language in previ- 

ously unthinkable ways. A key application, as noted 

by Wankhade et al. [3], is text classification, which 

sorts text into categories like sentiment, intent, or 

topic. NLP’s importance has grown, especially for 

tasks like text classification, crucial for applications 

such as [4], [5] sentiment analysis, spam detection, 

and content categorization. 

Traditional methods like Term Frequency-inverse 

Document Frequency (TF-IDF) [6] and Bag-of- 

Words(BoW) [7] helps in transforming text to nu- 

mericals aiding the models to learn and understand 

better. However, these methods perform well for 

basic text processing but struggle with capturing 

semantic [8] relationships, context, and nuances in 

language 

To overcome these challenges, NN more specif- 

ically, Pre-Trained Transformer Models have 

emerged as a powerful tool [9] for text classifi- 

cation. Unlike the traditional models these require 

large datasets [10] and deep learning architecture to 

extract complex learning patterns, thus enabling in 

better understanding to text. 

Pre-trained transformer models are neural net- 

works [11] that learn from a lot of text using deep 

learning. 

Among these models, BERT has set new bench- 

marks in NLP by excelling at contextual under- 

standing. However, its computational demands pose 

practical challenges, particularly for real-time ap- 

plications [12]. This has led to the development 

of more efficient alternatives, such as DistilBERT, 

which retains strong performance while reducing 
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resource requirements. 

Among the various NLP tasks, Quote Classifi- 

cation is an intriguing [13] and challenging one. 

Categorizing quotes to meaningful labels such as 

sentiment, topic or context requires advanced NLP 

models which are capable of understanding both 

individual words and their broader contextual mean- 

ing. 

This task becomes difficult because human lan- 

guages are complex. For example, the phrase "I’m 

fine" can mean different things: 

• Literal: The person is okay. 
• Implied: They might not be fine but don’t want 

to talk about it. 

This ambiguity underscores the need for [14] ad- 

vanced models that can analyze sentiment, tone, and 

deeper contextual cues. Transformer-based models 

provides a wise solution to overcome these problem, 

particularly those optimized for efficiency 

This paper looks at how pre-trained models can 

make quote classification more accurate and effi- 

cient. The goal is to evaluate models that understand 

subtle language details while staying efficient. 

II. LITERATURE REVIEW 

Quote classification has become an important task 

in NLP, especially for applications such as sentiment 

analysis, topic modeling, and content recommenda- 

tion systems. 

Over the past few years, there has been significant 

advancements in field of NLP, particularly in tasks 

like text classification.A prominent approach tha has 

been gaining lot of popularity is the use of deep 

learning models, particularly [15] neural networks. 

NN have proven to be highly effective for a variety 

of NLP tasks, such as [16] spam detection, content 

categorization and sentiment analysis , due to their 

ability to learn complex patterns from large datasets. 

Recent advancements in deep learning mod- 

els like BERT and RoBERTa, have expanded the 

boundaries of NLP by utilizing transformers and 

attention mechanisms. These models capture deep 

contextual relationships within text, significantly 

improving performance in tasks such as quote clas- 

sification. 

Additionally, optimized versions like DistilBERT 

and other lightweight transformer models have 

emerged, offering comparable performance with 

 

 
 

Fig. 1. Neural Network. 

 

 

reduced computational costs. These improvements 

make pre-trained transformer models a powerful 

choice for large-scale applications where high ac- 

curacy and contextual understanding are required. 

[17]. 

Traditional NN’s like LSTM, CNN, and GRU 

handle real-time tasks well, these can recognize 

patterns without extensive pre-training. On the other 

hand, newer deep learning models excel at process- 

ing large datasets and capturing complex language 

structures, significantly boosting classification accu- 

racy. The ideal choice depends [18] on the specific 

needs of the task, with each approach offering 

unique strengths based on available resources and 

performance goals. 

III. PROBLEM STATEMENT 

In recent years NLP has seen remarkable 

progress, especially in text classification tasks. Tra- 

ditional machine learning models like Logistic Re- 

gression and Naive Bayes laid the foundation for 

NLP but struggle with language complexities, be- 

cause they rely on manually created features and 

miss contextual nuances. 

Pre-trained models have transformed text classifi- 

cation by using large datasets to recognize complex 

language patterns. These models deliver high accu- 

racy, especially with large datasets, making them a 

powerful choice for many NLP tasks. 

NN architectures like LSTM, Convolutional Neu- 

ral Networks (CNN), GRU continue to remain pow- 

erful options. These models effectively capture se- 

quential dependencies and contextual relationships 

while being more computationally efficient com- 

pared to large-scale pre-trained models. 

This research aims to enhance text classification 

by utilizing both pre-trained and neural network- 
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based approaches. It evaluates their adaptability 

across different dataset sizes and computational 

constraints,addressing the limitations of traditional 

methods, and also contributing to more effective and 

scalable NLP solutions. 

IV. METHODOLOGY 

The dataset used in this paper is combination 

of Quotes Dataset from Kaggle (Kaggle-dataset) 

and the Gutenberg Corpus, which provides a 

diverse collection of quotes from various domains, 

including love, life , humour, inspiration etc. 

 

1.  Text Classification Process 

A. Data Collection 

Data collection plays a significant role in any 

NLP task, as it directly impacts the quality and 

reliability of model performance. 

B. DataSet 

For this study, We used the Quotes Dataset from 

Kaggle, which had significant class imbalance, and 

supplemented it with the Gutenberg Corpus from 

NLTK to extract additional quotes, creating a more 

balanced and diverse dataset for model training. 

Both were selected for their rich textual content 

and their complementary characteristics, enabling 

analysis across varying contexts and genres of lan- 

guage 

The dataset contains N = 1,39,727 records 

with two columns: quote (text data) and 

category (target labels). 

C. Data Preprocessing 

The data from Quotes Dataset and Gutenberg 

Corpus was combined into one single dataset be- 

forehand and then loaded. 

To focus on significant categories, we filtered the 

dataset to retain only those categories with more 

than T = 30,000 samples: 

C = {inspiration, life, love}. 

The filtered dataset has the following distribution: 

inspiration : 30,379 samples, 

life : 30,851 samples, 

love : 30,724 samples. 

1) Text Normalization: 

• Lowercasing: Converted all text to lowercase 
to maintain uniformity. 

wj → lower(wj) (1) 

• Stopword Removal: Remove tokens wj that 
belong to the set of stopwords S: 

q′ = {wj | wj ∈/ S}. (2) 

2) Tokenization: Tokenization is the process of 

dividing text into smaller units/parts called tokens, 

which could be words, characters or sub-words. 

qi = {w1, w2, . . . , wk}. (3) 

3) Label Encoding: Is applied to the category 

column to convert them to Numerical format making 

it easier for the algorithms to process the labels. 

D. Feature Representation 

Feature representation converts text into a numer- 

ical format that is used by machine learning models. 
Here we have set max_features=5000, 

therefore the vectorizer limits the representation to 
the top 5000 most significant words in the dataset, 
based on their TF-IDF scores. 

The processed data was split into training and 

testing sets with an 80-20 ratio: 

Qtrain, Qtest ⊆ Qprocessed (4) 

 2. Model Training 

 
In the model implementation, the input data 

is reshaped as (n, 1, d): 

• n: Number of samples 

• 1: Single-time-step data 

• d: Number of features 

E. Basic Neural Network Models 

• LSTM 

This model is defined using 128 units of LSTM 

layer. Then the model is compiled with Adam 

Optimizer with 0.001 as learning rate which 

easily adapts to any learning rate dynamically 

for each parameter. 

Early Stopping has been introduced to stop the 

training if the model validation loss doesn’t 

show significant improvement after 5 epochs 

therefore preserving the best weights. The layer 

https://www.kaggle.com/datasets/akmittal/quotes-dataset
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of ReduceLROnPlateau is added so that there 

will be smooth convergence if validation loss 

doesn’t budge for 3 epochs, which then reduces 

the learning rate by a factor of 0.5. 

ηnew = ηcurrent × 0.5 (5) 

• GRU 

The GRU model consists of a layer with 128 

units, which processes the input data to find 

temporal dependencies. Since GRU is a lighter 

version of LSTM, with fewer parameters, the 

model can maintain performance while requir- 

ing less training time. 

The output generated by the GRU layer (ht) is 

then passed to 64 neurons in a fully connected 

layer along with ReLU activation: 

ydense1 = ReLU(Wdense1 · ht + bdense1) 

The layer above is applied with softmax ac- 

tivation, which is best suited for multi-class 

classification and class probability generation: 

eyi 

• BiLSTM 

The BiLSTM model differs from previously 

trained models due to its unique approach: BiL- 

STMs can access both past and future context 

within a sequence. 

Following the BiLSTM layer, a Dense layer 

with 64 neurons is applied, followed by ReLU 

activation. 

• Ensemble Model 

Four distinct models (LSTM, GRU, BiLSTM, 

and FCNN) are trained independently on the 

same dataset. Training and predictions are gen- 

erated from each individual model to provide 

the probability of each class for each input 

sample. 

All the above models are optimized using the 

Adam optimizer, which dynamically adjusts the 

learning rate during training, ensuring stable 

parameter updates. 

 

F. Pre-Trained Transformer Model 

 

 

• FCNN 

softmax(yi) = C 
j=1 e

yj 
(6) • DistilBERT 

DistilBERT retains most of BERT’s accuracy 

while being 60% faster and requiring fewer 

resources. 
FCNN Model is implemented using 128 neu- 
rons of dense input layer along with ReLU 

activation. 

L2 Regularization of 0.0001 is added to combat 

large weights 

L2 = 
1 
λ W 2 (7) 

2 

Layer of Batch Normalization is made to nor- 

malize the activations to stabilize the training 

process. 

 xi − µB  

Fine-tuned on the dataset for three epochs (N 

= 3), model demonstrated effective learning, 

as evidenced by a steady decline in training 

loss. This efficiency allows it to perform well 

in various NLP tasks while maintaining lower 

computational costs compared to larger trans- 

former models. 

The paper [19] presents a model based on 

DistilBERT and SHAP to detect COVID-19 

misinformation. The model achieved high ac- 

curacy (0.972) and AUC (0.993), outperform- 

ing traditional machine learning models, and 

x î = q
σ 2 

(8) 
ε 

emphasized the importance of model explain- 

ability to boost public trust. 

Model is randomly made to drop 30% of 

neurons to avoid overfitting during training. 

An additional of 2 dense layers are introduced: 

the second layer with 64 neurons, batch nor- 

malization and 30% dropout, the third layer 

with 32 neurons , batch normalization and 20% 

dropout. 

 

 3. Performance Evaluation 

• LSTM 

Multiple configurations were made through 

which we collected various test accuracies 

and the best yet was of 63.95%. Overall its 

a standard architecture and it performs well 

B + 
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by capturing long-term dependencies it also 

maintains a memory of previous inputs . Loss 

functions implemented here made the model 

performace consistent for several epochs. It 

also implies that LSTMs are effective and they 

learn patterns very well from the input data. 

• GRU 

The GRU model came up with competitive 

accuracy of around 65.47%. Being a simplified 

version of LSTMs which means number of 

gates are reduced and combined as a single up- 

date gate it performed really well. Despite hav- 

ing a good accuracy score they lack behind of 

furthermore increasing the predictive accuracy 

of the model since complexity and parameters 

are less compared to the base LSTM. 

• FCNN 

This model gave test accuracy of 63.36% which 

is one of lower results. These models are know 

to identify simple relationships in the data and 

reason behind the low accuracy is its lack of 

ability to capture complex pattern found in 

sequential data. 

• BiLSTM 

This model achieved a total overall test accu- 

racy of 62.51%. These models are main de- 

signed to capture in both forward and backward 

context . Having the advantage, this archi- 

tecture only showed average performance in 

terms of coping up with unseen data.Model’s 

performance slightly diverges from validation 

accuracy.This implies BiLSTM is capable of 

processing sequential inputs but it does well 

when larger datasets are present. 

• Ensemble 

This approach achieved accuracy of 

68.48%.This model aggregates the predictions 

by combining their strengths. The final 

outcome was calculated by minimizing the 

bias around the models and reducing variance. 

Ensemble model came out as a well-balanced 

model at par with performance across different 

metrics. 

• DistilBERT 

The DistilBERT model was fine-tuned for three 

epochs, demonstrating a steady decrease in 

training loss, from 0.4211 in the first epoch 

to 0.2886 in the final epoch. The validation 

loss initially fluctuated but stabilized at 0.5817. 

The model achieved strong generalization, with 

the final evaluation showing an accuracy of 

82.47%. These results indicate that the model 

effectively learned patterns from the dataset 

while maintaining efficiency and robustness. 

V. RESULTS 

The performance of different models was evalu- 

ated based on test accuracy. Table I summarizes the 

accuracy achieved by each model. 
 

Model Test Accuracy (%) 

LSTM 63.95 
GRU 65.47 

FCNN 63.36 

BiLSTM 62.51 

Ensemble 68.48 

DistilBERT 82.47 

TABLE I 

TEST ACCURACY OF DIFFERENT MODELS 
 

 

Overall, DistilBERT emerged as the most ef- 

fective model, providing a strong balance between 

efficiency and accuracy. 

 

Fig. 2. Train/Epoch vs Train/Global Step. 

 

The graph illustrates the relationship between 

the training epoch and the global step during the 

model’s training. In Figure. 2 x-axis represents 

the "train/global_step," increasing from 0 to ap- 

proximately 27,000, while the y-axis represents the 

"train/epoch," ranging from 0 to 3. A generally 

positive, nearly linear correlation can be seen be- 

tween the two metrics, as expected during sequential 

training. 
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VI. CONCLUSION 

In our observations, DistilBERT outperformed 

other models in both accuracy and efficiency, mak- 

ing it the most suitable choice for text classification. 

Unlike BERT and RoBERTa, which require signif- 

icant computational resources and large datasets, 

DistilBERT delivers impressive performance while 

operating faster and with fewer parameters. This 

balance of speed, memory efficiency, and accu- 

racy makes it particularly valuable for resource- 

constrained environments. While models like BiL- 

STM and GRU showed promise, DistilBERT ex- 

celled in our experiments. 

DistilBERT’s success lies in its ability to process 

text efficiently without compromising contextual un- 

derstanding. The train/global_step graph illustrates 

its consistent and efficient training cycles, high- 

lighting reduced training time and lower memory 

usage. This strong performance makes it the best 

overall model in our experimental setup. While 

larger models like BERT and RoBERTa may offer 

advantages with extensive datasets and high compu- 

tational power, DistilBERT itself has the potential 

to achieve even greater accuracy when trained on 

larger datasets, further enhancing its effectiveness. 
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