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Abstract 

The rapid expansion of social networking platforms has 

led to a significant rise in fake profiles, which are widely 

used for impersonation, spamming, phishing, and 

spreading misinformation [1][2]. Traditional rule-based 

and manual verification methods fail to detect modern 

fake accounts due to evolving behavioral patterns and 

large-scale user data [3]. This paper proposes an end-to-

end Fake Profile Detection System that classifies social 

media accounts as either genuine or fake by combining 

profile-based and behavioral feature extraction with 

supervised machine learning [4]. The system extracts 

key indicators such as account age, post frequency, 

followers count, following count, follower–following 

ratio, engagement rate, activity consistency, and 

verification status, which are transformed into 

structured feature vectors for training [4][5]. These 

features are used to train multiple classification models 

including Logistic Regression, Random Forest, and 

XGBoost, where ensemble-based approaches provide 

improved detection accuracy and reduced false 

classifications [6][7]. The proposed system is 

implemented as a modular web application using a Flask 

backend with a user-friendly interface for profile 

analysis and prediction reporting [8]. Experimental 

evaluation on benchmark datasets demonstrates that 

behavioral and relationship-based features contribute 

most effectively to identifying suspicious profiles, while 

ensemble models achieve more stable performance 

compared to single classifiers [4][5]. The developed 

system provides a scalable and practical solution for 

strengthening trust and security in social networking 

environments through automated fake profile 

identification [1][2]. 
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1. Introduction 

         Social networking platforms have become one of 

the most popular digital environments for 

communication and online interaction [1][2]. Along 

with this growth, the number of fake profiles has also 

increased rapidly. Fake accounts are commonly used for 

impersonation, spamming, phishing, spreading 

misinformation, and other fraudulent activities, which 

creates serious risks for users and reduces trust in social 

media platforms [3]. Detecting such fake profiles has 

become an important requirement to ensure safer and 

more reliable online communities [2][4]. 

 

Traditional fake profile detection methods mainly 

depend on manual reporting, simple verification checks, 

or rule-based filtering such as identifying incomplete 

profiles or abnormal activity levels [4]. However, these 

approaches are limited because modern fake profiles are 

created using advanced techniques like automated bots, 

stolen identities, and realistic behavior simulation 

[1][3]. As attackers continuously change their strategies, 

traditional systems fail to detect sophisticated fake 

accounts accurately, especially when dealing with large-

scale and dynamic social media data [2][4]. 

To overcome these challenges, machine learning offers 

an intelligent and scalable solution by identifying 

hidden patterns in user profile data and behavior [4][5]. 

By analyzing features such as account age, followers 

and following counts, follower–following ratio, post 

frequency, engagement rate, and activity consistency, 

supervised learning models can classify profiles as 

genuine or fake more effectively [4][5]. This project 

proposes a complete fake profile detection system using 

machine learning models such as Logistic Regression, 

Random Forest, and XGBoost [5][6][7], along with a 

Flask-based web application for profile analysis and 
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prediction reporting [8], providing a practical solution 

to strengthen security in social networking platforms 

[1][2]. 

The key contributions of this work are: 

1. A complete automated pipeline for fake profile 

detection, starting from profile data input to final 

prediction output with clear and interpretable 

classification results [4]. 

2. Comparative implementation and evaluation of 

supervised machine learning models such as Logistic 

Regression, Random Forest, and XGBoost for 

identifying fake and genuine social media profiles 

[5][6][7]. 

3. Feature-level analysis demonstrating that 

behavioral and relationship-based indicators like 

follower–following ratio, engagement rate, and activity 

consistency are strong discriminators for fake profile 

detection [3][4]. 

4.  Development of a user-friendly web-based system 

using Flask that provides profile analysis, prediction 

reporting, and history tracking for improved usability 

[8]. 

5. A modular and scalable architecture that supports 

future enhancements such as real-time monitoring, 

advanced feature integration, and continuous model 

improvement [2][4]. 

 

2. Materials and Methods 

2.1 Dataset 

          This work utilizes a publicly available social 

networking fake profile dataset collected from Kaggle, 

which contains labeled samples representing both 

genuine and fake user profiles [8]. The dataset provides 

structured attributes and behavioral indicators that 

support profile authenticity analysis, including features 

such as account age, number of posts, followers count, 

following count, follower–following ratio, engagement 

measures, verification status, and activity patterns 

[4][5]. These features are used as input to train 

supervised machine learning models for classification 

[5]. 

To ensure reliable evaluation and avoid overfitting, the 

dataset was divided into two subsets: 80% for training 

and 20% for testing [4]. Basic preprocessing steps such 

as handling missing values, removing duplicate entries, 

and encoding categorical values were applied before 

model training [9]. The final processed dataset was then 

used for performance analysis of different machine 

learning models in detecting fake and genuine social 

media accounts [4][5]. 

2.2 Static Feature Extraction 

Feature extraction in this work focuses on collecting 

meaningful profile-based and behavior-based indicators 

from social networking accounts to support fake profile 

classification [4]. The extracted features are non-

intrusive and do not require direct access to private user 

data, making the approach practical for real-world 

platforms [3]. For each profile, multiple feature 

categories were systematically extracted, cleaned, and 

converted into numerical vectors for machine learning 

training and prediction [5][9].The main feature 

categories used in this project are: 

• Profile Attributes: These include basic account-

level information such as account age, profile 

completeness, and verification status. Fake profiles 

often contain incomplete or inconsistent profile details 

and are typically created recently compared to genuine 

accounts [4]. 

• Social Relationship Features: These capture the 

connectivity pattern of the account such as followers 

count, following count, and follower–following ratio. 

Many fake accounts show unusual relationship 

behavior, such as following a large number of users 

while having very few followers [3][4]. 

• Activity & Engagement Features: These include 

post count, posting frequency, activity consistency, and 

engagement rate. Fake profiles may show abnormal 

posting behavior, sudden spikes in activity, or low 

engagement compared to genuine profiles [4]. 

        These extracted indicators are widely recognized 

as strong discriminators for identifying suspicious 

accounts [3][4]. To understand the impact of each 

category, the models are trained and evaluated using the 

combined feature set, enabling the system to learn both 

profile-level characteristics and behavioral patterns 

effectively for accurate fake profile detection [4][5]. 

   2.3 Machine Learning Models 

• This project applies supervised machine learning 

algorithms to classify social networking accounts as 

genuine (0) or fake (1) using extracted profile and 

behavioral features [4][5]. The following models were 

implemented and compared to identify the most 

accurate classifier for fake profile detection. 

• Logistic Regression (LR): A simple and efficient 

binary classification model used as a baseline for 

prediction tasks [12]. It predicts whether an account is 
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fake or genuine based on the relationship between input 

features and output class [12]. 

• Random Forest (RF): An ensemble learning 

model that combines multiple decision trees to improve 

prediction accuracy and reduce overfitting [11]. It 

performs well in detecting fake profiles by learning 

complex patterns from features like follower–following 

ratio, activity frequency, and engagement behavior [11]. 

• XGBoost: A powerful gradient boosting algorithm 

that builds strong classifiers by sequentially reducing 

prediction errors and improving generalization 

performance [10]. It is effective in identifying subtle 

behavioral differences between genuine and fake 

accounts [10]. 

All models were trained on the processed dataset and 

evaluated using standard performance metrics such as 

accuracy, precision, recall, and F1-score to measure 

classification effectiveness [9]. 

2.4 System Architecture 

To ensure scalability, modularity, and ease of use, the 

Fake Profile Detection System is designed as a multi-

tier web application [4][8]. The high-level architecture 

consists of the following core modules: 

1. Frontend Interface: A responsive web interface 

developed using HTML, CSS, and JavaScript that 

allows users to enter profile details or upload dataset 

inputs and view prediction results in a clear format [8]. 

2. Server: A Flask-based backend that handles user 

requests, validates inputs, manages business logic, and 

connects the machine learning model with the user 

interface [8]. 

3. Feature Extraction Module: This module 

extracts important profile-based and behavioral features 

such as account age, followers/following count, 

follower–following ratio, post activity, engagement 

rate, and verification status, and converts them into a 

structured format for prediction [3][4]. 

4. Prediction Engine: It loads the trained machine 

learning models (Logistic Regression, Random Forest, 

and XGBoost) and generates the classification output as 

Fake or Genuine, along with confidence levels 

[10][11][12]. 

5. Report Generator: Generates a detailed output 

report displaying input features, prediction results, and 

model performance measures, helping users understand 

the reason for classification [4]. 

6. Database/Storage Layer: Stores user details, 

uploaded profile records, extracted features, and 

prediction history for future tracking and analysis 

(CSV/database storage) [8]. 

7. Administration Module: Provides control for 

managing stored records, monitoring model 

performance, and supporting future updates such as 

retraining with new profile datasets [4]. 

Figure 1: The high-level system architecture of the 

proposed AMDS. 

3. Results and Discussion 

3.1 Feature Analysis and Importance 

         The feature analysis in this project highlights that 

both profile information and user behavior play an 

important role in detecting fake accounts on social 

networking platforms [1][4]. Profiles with low 

completeness, recently created accounts, and unverified 

status were found more commonly in fake samples, 

while genuine users usually maintain consistent profile 

details over a long period [4]. Along with this, abnormal 

relationship patterns such as high following count with 

very low followers and an unrealistic follower–

following ratio strongly indicate suspicious accounts, 

since many fake profiles try to increase reach by mass-

following other users [3][4]. Activity and engagement-

based indicators provided further confirmation for 

accurate classification [2][4]. Fake profiles often show 

irregular posting frequency, sudden spikes in activity, 

low engagement rates, and repetitive interactions, 

whereas genuine profiles generally have stable activity 

patterns and natural engagement behavior [2][4]. 

Overall, the combined analysis confirms that 

relationship and behavioral features contribute the most 

discriminative power for fake profile detection, while 

basic profile attributes support the classification process 

for better reliability [4][5]. 

3.2 Model Performance Evaluation 

 Standard evaluation metrics such as Accuracy, 

Precision, Recall, and F1-Score were used to measure 

the performance of each machine learning classifier on 

the hold-out test dataset [9]. To analyze the predictive 

strength of the models, Logistic Regression, Random 
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Forest, and XGBoost were trained and tested using the 

extracted fake profile features [10][11][12]. The results 

are summarized in the tables below with class-wise 

metrics for both Genuine and Fake profiles [4]. 

In addition, the evaluation helps in identifying how well 

each model minimizes false positives (genuine 

predicted as fake) and false negatives (fake predicted as 

genuine) [9]. This comparison also provides insight into 

the stability of each classifier when handling different 

profile behavior patterns [4][5]. Overall, the analysis 

supports selecting the most reliable model for accurate 

and practical fake profile detection [4]. 

Model Performance on Fake Profile Dataset 

(Combined Features) 

 Analysis: The results show that Random Forest 

achieved the highest overall accuracy of 93.40%, with 

balanced precision and recall for both genuine and fake 

classes. This indicates that ensemble-based models are 

highly effective in identifying fake profiles due to their 

ability to capture complex behavioral patterns such as 

follower–following imbalance, irregular activity 

frequency, and low engagement rates [11]. Logistic 

Regression performs well as a baseline model but shows 

comparatively lower accuracy [12], while XGBoost 

provides strong performance and stable classification 

results across both classes [10]. 

Table 2: Model Performance on Social Relationship 

Features 

 Analysis: This table shows that social relationship 

features provide strong predictive power for fake profile 

detection [3][4]. Random Forest achieved the best 

accuracy (92.10%) because it effectively captures non-

linear patterns such as abnormal follower–following 

ratios commonly seen in fake accounts [11]. Logistic 

Regression gives stable results but with lower accuracy 

[12], while XGBoost also performs well with balanced 

precision and recall for both classes [10]. 

Table 3: Model Performance on Activity & 

Engagement Features 

 

Analysis: Engagement and activity-based features 

showed moderate to strong predictive capability with 

some imbalance across classes [2][4]. Fake accounts 

typically display irregular activity patterns, sudden 

spikes in posting, or very low engagement rates, which 

increases recall for the fake class in most models [4]. 

Random Forest achieved the best overall performance 

(90.80% accuracy) with balanced precision and recall 

for both genuine and fake profiles [11]. Logistic 

Regression showed comparatively lower accuracy but 

still captured the fake activity patterns reasonably well 

[12], while XGBoost provided stable performance 

Model 
Accurac

y 

Precision  F1-Score  

Genuin

e 
Fake 

Genuin

e 
Fake 

Logistic 

Regressio

n 

88.20% 87.60% 
88.90

% 
88.30% 

88.00

% 

Random 

Forest 
93.40% 92.80% 

94.10

% 
93.40% 

93.50

% 

XGBoost 91.70% 91.10% 
92.40

% 
91.60% 

91.70

% 

Model Accuracy 
Precision  F1-Score  

Genuine Fake Real Fake 

Logistic 

Regressio

n 

86.40% 85.90% 87.10% 
86.60

% 

86.30

% 

Random 

Forest 
92.10% 91.60% 92.80% 

92.10

% 

92.00

% 

XG Boost 90.30% 89.90% 90.80% 
90.30

% 

90.20

% 

Model 
Accurac

y 

Precision  F1-Score  
Genuin

e 
Fake 

Genuin

e 
Fake 

Logistic 

Regressio

n 

84.70% 86.20% 
82.90

% 
83.20% 

85.30

% 

Random 

Forest 
90.80% 91.40% 

90.10

% 
90.30% 

91.20

% 

XG Boost 88.60% 89.70% 
87.40

% 
88.00% 

88.80

% 
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across both classes [10].

 

Figure 2: Comparison of the accuracy of Logistic 

Regression, Random Forest, and XGBoost over 

feature categories. 

Key findings: 

1. FeatureCategoryEffectiveness:Social 

relationship and behavioral features proved to be the 

most consistent indicators for detecting fake profiles. 

Features like follower–following ratio, engagement 

rate, and activity consistency provided strong 

discrimination, while basic profile attributes such as 

account age and verification status acted as supportive 

evidence for classification [3][4]. 

2. Model Performance: Random Forest achieved the 

best overall performance across all feature categories, 

showing strong accuracy and balanced results [11]. 

XGBoost also performed well with stable predictions 

[10], while Logistic Regression produced lower 

accuracy compared to ensemble models, indicating that 

complex fake profile patterns are better captured using 

tree-based approaches [11][12]. 

3. Class-specific insights: The precision/recall trade-

offs revealed the following characteristics: 

• Combined feature analysis gives the most balanced 

detection for both genuine and fake profiles [4][5]. 

• Relationship features reduce false classifications 

by capturing unrealistic connectivity patterns common 

in fake accounts [3][4]. 

4. Activity & engagement features improve detection 

of fake profiles that show abnormal posting or 

interaction behavior [2][4]. 

5. Practical Implications: A layered detection strategy 

is recommended for real-world use: combined features 

for primary screening, relationship-based indicators for 

verifying suspicious profiles, and activity/engagement 

analysis for identifying borderline cases where profiles 

appear realistic but behave abnormally [4]. 

3.3 System Implementation and Usability 

• The Flask-based implementation of the Fake 

Profile Detection System enabled rapid development 

while maintaining a clear separation between the user 

interface, feature processing, and machine learning 

prediction modules [8][9]. The backend efficiently 

handles user inputs and executes feature extraction and 

classification with minimal delay, providing quick and 

reliable results [8]. The system design also supports 

easy integration of multiple machine learning models, 

ensuring that predictions can be generated smoothly for 

different feature categories [10][11][12]. 

• A clear verdict (Fake / Genuine) along with 

prediction confidence [4]. 

• A structured display of extracted profile and 

behavioral features [3][4]. 

• Visual summaries such as accuracy comparison 

charts across models and feature categories [9]. 

• A history section to track previous prediction 

results for reference [8]. 

These features enhance the system from a simple 

classifier into a practical support tool that provides both 

automated results and meaningful insights [4]. In 

addition, the modular architecture allows future 

improvements such as adding real-time profile 

monitoring, expanding feature sets, and updating 

machine learning models for better performance and 

adaptability [4][5]. 

3.4 Discussion of Limitations and Trade-offs 

The major advantage of the proposed fake profile 

detection approach is its speed and scalability. Since the 

system relies on extracted profile and behavioral 

features, it can classify accounts quickly without 

requiring manual verification or time-consuming 

investigation [4][5]. This makes the approach suitable 

for handling large volumes of social networking 

accounts and performing automated screening [2][4]. 

However, the proposed approach also has certain 

limitations and trade-offs: 

• Adaptive Fake Profiles: Advanced fake accounts 

may imitate genuine behavior by using realistic profile 

details, balanced follower ratios, and consistent activity 

patterns, which can reduce detection accuracy [1][2]. 

• Limited Behavioral Context: Since the model 

depends on available feature data, it may not fully 

capture complex interactions such as real-time 
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conversations, content originality, or coordinated group 

activities performed by fake profiles [2][4]. 

• Feature Dependency: Some features may perform 

weakly when considered alone, and better accuracy is 

achieved only when multiple feature categories are 

combined. This shows that feature interactions play an 

important role in reliable classification [4][5]. 

These limitations indicate that machine learning–based 

fake profile detection works best as part of a layered 

security strategy, where automated screening is 

supported by continuous feature updates, periodic 

model retraining, and additional platform-level 

verification mechanisms [2][4]. 

4. Conclusion 

This project successfully designed, developed, and 

evaluated a complete Fake Profile Detection System 

that classifies social networking accounts as Genuine or 

Fake using machine learning techniques. The system 

focuses on extracting meaningful profile and behavioral 

indicators such as account age, followers count, 

following count, follower–following ratio, engagement 

rate, and activity consistency, which play a major role in 

identifying suspicious accounts. By converting these 

indicators into structured feature vectors, the system is 

able to perform automated and reliable fake profile 

detection with measurable performance. 

A comparative analysis was carried out using three 

supervised learning models: Logistic Regression, 

Random Forest, and XGBoost. The results showed that 

Random Forest achieved the best overall accuracy and 

balanced prediction performance, followed by 

XGBoost, proving the advantage of ensemble models in 

capturing complex and non-linear fake profile behavior 

patterns. Logistic Regression performed as a baseline 

model but produced comparatively lower accuracy, 

indicating that advanced models are more suitable for 

real-world fake profile classification. 

The complete system was implemented as a Flask-based 

web application, offering users a simple interface to 

analyze profiles and view prediction results clearly. It 

also supports features like prediction reporting, 

accuracy comparison, and history tracking, which 

improves usability and interpretability. Overall, this 

project provides a scalable and practical solution for 

strengthening trust, authenticity, and platform security 

by enabling efficient and automated detection of fake 

profiles on social networking platforms 

 

5. Future Work 

Future enhancements to overcome current limitations 

and improve the Fake Profile Detection System include: 

1. Hybrid Feature Analysis: Combine profile 

attributes, relationship features, and 

activity/engagement features using feature fusion to 

improve detection accuracy and capture feature 

interactions [4][5]. 

2. Real-time Behavioral Monitoring:Integrate real-

time tracking of user activity patterns such as sudden 

follow spikes, repeated actions, and abnormal 

engagement changes to detect advanced fake accounts 

faster [2][4]. 

3. Deep Learning Integration: Apply deep learning 

models such as ANN, LSTM, or Graph Neural 

Networks to learn complex behavior patterns and 

hidden relationships between users in social networks 

[2][4]. 

4. Cloud Deployment and Scalability: Deploy the 

system using cloud platforms with Docker/Kubernetes 

to support large-scale real-time detection and auto-

scaling for high user traffic [4]. 

5. Explainable AI (XAI): Integrate SHAP or LIME 

to provide feature importance explanations for each 

prediction, increasing trust and transparency in the 

results [4]. 

6. Robustness Against Adaptive Fake Profiles: 

Improve model resilience by detecting adversarial 

strategies where fake accounts imitate genuine behavior, 

and update models through continuous retraining with 

new data [1][2]. 
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