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Abstract 

The global switch to sustainable and clean 

electricity sources depends heavily on wind 

energy. To ensure grid stability, minimise 

operating costs, and optimise the efficiency of 

wind energy systems, accurate wind speed 

forecasts is crucial. Using functional data from 

past weather patterns, this study proposes an 

adaptive machine learning-based method for 

wind speed prediction. Time-based indicators, 

temperature, humidity, atmospheric pressure, 

dew point, and other important meteorological 

characteristics are included in the dataset, which 

was gathered via the Open-Meteo weather API for 

the years 2024–2025. Advanced preprocessing 

methods, including feature scaling, correlation 

analysis, and outlier treatment, along with 

thorough exploratory data analysis, greatly 

enhanced the quality of the data and the 

performance of the model. Standard performance 

metrics including MAE, MSE, RMSE, and R2 

score were used to train and assess a variety of 

regression models, such as Linear Regression, 

Random Forest, XGBoost, and LightGBM. When 

it came to capturing the non-linear patterns of 

wind speed, ensemble-based models performed 

better. The results highlight the potential of 

machine learning models in creating reliable, 

real-time forecasting systems for sustainable 

energy planning and validate their efficacy within 

a functional data horizon. 
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I. Introduction 

In the current energy landscape, wind energy has 

become one of the most sustainable and promising 

renewable power sources. Because of its 

availability, environmental friendliness, and falling 

costs, wind energy is essential to the global 

community's efforts to reduce carbon emissions 

and reliance on fossil fuels. However, the capacity 

to precisely predict wind speed which is naturally 

changing due to dynamic meteorological and 

geographical factors is crucial to the effectiveness 

and dependability of wind energy systems. 

Maintaining grid stability, maximising turbine 

performance, and guaranteeing steady power 

generation are all made extremely difficult by these 

oscillations. The nonlinear and complicated 

character of wind speed behaviour, especially 

when impacted by interacting weather variables, is 

frequently beyond the scope of traditional 

statistical methods. More accurate and 

sophisticated forecasting techniques are required 

due to this complexity. By directly learning 

complex patterns from data, machine learning 

provides an appealing approach that makes it 

possible to create adaptable models that can 

produce predictions with a high degree of accuracy. 

Wind speed forecasting can benefit from the use of 

ensemble learning algorithms like Random Forest, 

XGBoost, and LightGBM, which have shown 

exceptional efficacy in processing 

multidimensional, nonlinear datasets. This study 

investigates the application of machine learning 

models inside a functional data framework, driven 

by the increasing demand for precise and long-

lasting forecasting systems. The study uses a 

variety of regression algorithms to forecast wind 

speed based on variables such as temperature, 

pressure, humidity, dew point, and time indicators 

using real-time weather data gathered from the 

Open-Meteo API for the years 2024–2025. The aim 

is to develop and assess models that assist the long-
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term objective of incorporating intelligent systems 

into renewable energy planning while 

simultaneously improving prediction accuracy. 

II. Literature Review 

Since wind speed forecasting is essential to 

maximising wind energy system performance and 

maintaining grid stability, it has been a focus of 

research for many years. Statistical and time series 

models like Kalman Filters, Exponential 

Smoothing, and Autoregressive Integrated Moving 

Average (ARIMA) were major components of 

early forecasting techniques. The nonlinear and 

stochastic character of wind behaviour across a 

variety of geographies and time scales was 

frequently difficult for these approaches to 

simulate, even though they provided respectable 

accuracy in some situations. To get beyond these 

restrictions, researchers started looking at machine 

learning (ML) techniques as data-driven 

technologies advanced. By capturing intricate 

correlations between meteorological inputs and 

wind speed outputs, techniques like Artificial 

Neural Networks (ANN), Support Vector 

Regression (SVR), and Decision Trees have 

demonstrated enhanced forecasting capabilities. 

The ability of ensemble techniques like Random 

Forest, XGBoost, and LightGBM to lower variance 

and enhance generalisation has led to better 

performance in more recent times. To improve 

accuracy, hybrid models that combine machine 

learning (ML) with optimisation or wavelet 

decomposition techniques have also been 

proposed. Even with these developments, a number 

of obstacles still exist. The limited or region-

specific datasets used in several studies have 

hindered the generalisability of their models. 

Others don't integrate real-time data or don't assess 

model performance over a variety of time periods. 

Additionally, not much research has been done on 

how functional data, which depict continuous 

weather variables throughout time, can increase 

prediction dependability. By utilising real-time 

meteorological data from Open-Meteo, adding 

functional features, and testing several machine 

learning models, this project seeks to close these 

gaps and develop a framework for predicting wind 

speed that is sustainable and flexible. 

III. Methodology 

A. Data Source 

The Open-Meteo API, a dependable source of 

worldwide weather data with adaptable endpoints, 

was used to get the data for this study. The API is 

perfect for gathering hourly wind-related data 

because it gives exact control over location, time 

range, and meteorological factors. Data was 

retrieved for this investigation over a 

predetermined period of time in order to capture 

the hourly and seasonal fluctuations that are 

essential for precise forecasting. 

B. Dataset and Feature Description 

Hourly recordings with features essential for wind 

speed modelling are included in the dataset. These 

characteristics include temperature (°C), humidity 

(%), and pressure (hPa) in addition to wind speed 

at four different heights (10, 80, 120, and 180 

meters). The forecast's depth and dependability are 

increased by the ability to analyse wind dynamics 

at several turbine levels thanks to this multi-height 

wind profile. In order to record trends over the 

course of hours and days, the time variable serves 

as a temporal index. 

 

Figure 1: Wind Speed Dataset 

C. Data Preprocessing 

Missing entries or sudden surges in the raw data 

obtained from the Open-Meteo API can have an 

impact on model performance. To maintain the 

temporal integrity of the sequence, forward fill 

interpolation was used to handle missing values. 

The interquartile range (IQR) approach was used 

to identify and eliminate outliers. Following 

cleaning, Min-Max scaling was used to standardise 

feature ranges and enhance model convergence in 

the dataset. Since all of the features were 

numerical, categorical encoding was not required. 

D. Feature Engineering 

Time-based characteristics like hour and day were 

subjected to cyclical encoding in order to improve 

the model's temporal sensitivity. The time of day 

was represented using sine and cosine transforms 

because time is circular (for example, 23:00 is near 

00:00). The model is better able to identify 

recurring temporal patterns, like daily wind cycles, 

thanks to this encoding. Other pressure-
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temperature interaction aspects were investigated, 

but they were deemed unnecessary and eliminated 

during feature selection. 

E. Machine Learning Algorithms Used 

Three sophisticated machine learning regression 

techniques were investigated in order to accurately 

model wind speed: Random Forest Regressor, 

XGBoost Regressor, and LightGBM Regressor. 

Because of their capacity to effectively handle 

missing values, capture intricate, non-linear 

relationships in data, and provide high accuracy 

with minimal overfitting, these ensemble learning 

models were chosen. They made excellent 

candidates for this forecasting challenge because 

they were appropriate for tabular and time-

influenced environmental data. 

F. Train-Test Split and Evaluation Metrics 

To guarantee reliable model evaluation, the dataset 

was split 80:20 across training and testing sets. 

Three regression metrics Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), and R-

squared (R2 Score) were used to evaluate the 

model's performance. R2 Score showed how 

effectively the model caught the variance in wind 

speed values, RMSE penalised greater errors more 

severely, and MAE quantified the average size of 

errors. Together, these indicators provide a 

thorough understanding of the correctness and 

dependability of the model. 

 

Figure 2: Training and Test Data 

G. Hyperparameter Tuning 

Cross-validation was used to determine which 

model performed the best, and GridSearchCV was 

then used to start the hyperparameter tuning 

process. This approach finds the combination that 

yields the best cross-validated score by 

exhaustively searching over a manually defined 

subset of the hyperparameter space. Every model 

had a unique set of hyperparameters, such as 

regularisation strength for linear models or the 

number of estimators and tree depth for ensemble 

approaches. For example, changes were made to 

n_estimators, max_depth, min_samples_split, and 

min_samples_leaf in the Random Forest 

hyperparameter grid. Standard Linear Regression 

and other models without adjustable parameters 

were trained directly without the use of grid search. 

 

Figure 3: Performing hyperparameter tuning 

H. Training the Final Model 

The final model was trained using the entire 

training dataset when the optimal hyperparameter 

configuration was found. Along with climatic 

characteristics like temperature, pressure, and 

humidity, the feature set contained wind speed 

readings at many elevations (10, 80, 120, and 180 

meters). To prevent the model's optimisation from 

being skewed by disparate feature ranges, features 

were standardised using a scaler before training. 

For the final assessment, predictions were then 

made using the test dataset using this trained 

model. 

I. Model Comparison 

Key evaluation metrics, including Mean Squared 

Error (MSE), Root Mean Squared Error (RMSE), 

Mean Absolute Error (MAE), and the R2 score, 

were used in a comparative analysis to determine 

how well each regression model predicted wind 

speed. These measurements offer a thorough 

understanding of the models' precision and 

dependability. The scaled test data was used to 

assess each model after it had been trained on the 

scaled training data. The corresponding error 

metrics were computed using predictions from the 

test set and then saved in a structured format for 

comparison. Because it maintains the same unit 

scale as the original target variable and penalises 

greater errors more severely, the RMSE measure in 

particular was the fundamental criterion for 

assessing overall model performance. The findings 

showed that, in comparison to more 

straightforward linear models like Ridge and Lasso 

Regression, tree-based ensemble models like 

Random Forest and Gradient Boosting Regressor 

consistently produced lower RMSE values.  This 

implies that the non-linear interactions included in 
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the wind speed data are better captured by 

ensemble models.  Furthermore, each model's 

ability to explain the dataset's variation was 

evaluated using R2 scores.  For future forecasts, 

models with higher R2 values were judged to be 

more comprehensible and trustworthy. Bar plots 

were created to show the variations in model 

performance. Finding the top-performing model 

with the lowest prediction error was made simple 

by comparing RMSE values in a single graphic. 

The model that best represented the underlying 

data structure was highlighted by a different 

display that contrasted R2 scores. In addition to 

improving interpretability, these visualisations 

facilitated the dissemination of findings to a wider 

audience. Overall, this analysis helped determine 

which model would be best for deployment, with 

Random Forest and Gradient Boosting standing out 

as the best options due to their exceptional 

accuracy and generalisation ratios. 

 

Figure 4: Model Comparison 

IV. Result Deployment and Prediction 

Interface 

A. Web Application for Prediction 

A lightweight Flask web application was created 

for wind speed prediction in order to improve user 

accessibility. Users can enter values like day, 

month, year, temperature, humidity, and pressure 

using this application's interface. An HTML form 

is used to gather these inputs, which are then 

organised into a DataFrame in accordance with the 

format required by the trained model. To ensure 

accuracy and consistency in the prediction 

pipeline, the input is scaled using the same scaler 

that was used during the model training phase 

before any predictions are made. 

 

Figure 5: Prediction Page 

B. Wind Speed Result page 

The wind speeds at three distinct heights—10, 120, 

and 180 meters—are then predicted by the model. 

To provide a real-time interactive experience, these 

values are rounded for clarity and presented to the 

user on a specific results page. 

 

Figure 6: Result page 

V. Conclusion 

This project effectively illustrates how to use 

machine learning techniques to estimate wind 

speed accurately using weather data obtained from 

the Open-Meteo API. The system found the best 

regression model for predicting wind speeds at 

various altitudes by carefully preprocessing, 

feature engineering, and evaluating the model. 

Incorporating cross-validation and hyperparameter 

adjustment enhanced model performance and 

guaranteed generalisability to new data. 

Additionally, by creating an intuitive Flask web 

application, the model was turned into a real-time 

prediction tool that allowed users to enter 

important environmental factors and receive wind 

speed estimates quickly. This increases the model's 

practical applicability in domains like weather 
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forecasting, aviation, and renewable energy while 

also improving accessibility. With its scalable 

solution that can be expanded with more features 

like real-time data fetching, model retraining with 

fresh datasets, and visual analytics for improved 

decision-making, the project, taken as a whole, 

closes the gap between machine learning research 

and practical application. 
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