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ABSTRACT: 

The increasing cost of healthcare services has made medical insurance a crucial financial tool. Predicting 

insurance costs accurately helps insurance providers assess risk and allows customers to plan better. This project 

focuses on building a machine learning model to predict individual medical insurance charges using key features 

such as age, sex, BMI, number of children, smoking status, and region. The model uses linear regression as a 

base method to map the relationship between these variables and insurance cost. The data is pre-processed and 

visualized using exploratory data analysis (EDA), followed by model training and evaluation using metrics like 

R² score. This project demonstrates the application of data science in real-world financial estimation, providing 

an efficient and scalable solution for insurance cost prediction. 

 

Index Terms: Medical Insurance, Machine Learning, Linear Regression, Cost Prediction, EDA, Streamlit, 

Health Analytics, Insurance Premium Estimation. 

I. INTRODUCTION 

Medical insurance is a crucial aspect of modern healthcare, helping individuals manage unexpected medical 

expenses. As healthcare costs continue to rise, accurately estimating insurance charges becomes essential for 

both customers and insurance providers. Traditional methods often rely on static tables and manual calculations, 

which can be inefficient and inaccurate. 

 

Machine learning offers a powerful solution by analyzing past data to predict future costs. In this project, we 

use a dataset containing demographic and health information such as age, sex, BMI, number of children, 

smoking status, and region. A Linear Regression model is trained on this data to predict the cost of insurance 

for new individuals based on these input features. 

 

The final model is deployed through a simple web application built with Streamlit, allowing users to input data 

and receive instant cost predictions. This system provides transparency, speed, and accuracy—making it a useful 

tool for both policyholders and insurers. 

 

1.1 Existing System 

In the current scenario, insurance companies often rely on traditional and manual methods for estimating 

medical insurance costs. These methods typically use predefined tables or statistical averages based on 

demographic groups, which do not account for the unique combinations of individual health and lifestyle 

factors. As a result, the cost predictions may not be personalized or accurate. 

Moreover, existing systems usually involve human intervention, which can be time-consuming and prone to 

errors. They do not leverage data science or automation to handle large datasets or identify hidden patterns. This 

can lead to delays in policy approvals and suboptimal premium pricing. 

These limitations highlight the need for an intelligent system that can automatically analyze data, learn from 

it, and provide real-time, personalized insurance cost predictions based on individual input parameters. 
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1.1.1 Challenges 

Developing an accurate medical insurance cost prediction model involves several key challenges: 

• Data Quality and Preprocessing 

Real-world data often contains missing, inconsistent, or non-numeric values that must be cleaned and 

transformed before training the model. Proper encoding of categorical features like gender, region, and 

smoking status is essential for the algorithm to learn effectively. 

• Feature Selection and Correlation 

Not all input features contribute equally to insurance costs. Identifying which variables have the most 

influence—such as age, BMI, or smoking habits—requires careful exploratory data analysis (EDA) 

and statistical understanding. 

• Model Generalization and Accuracy 

Ensuring that the model performs well not only on training data but also on unseen test data is a 

common challenge. Overfitting must be avoided while still achieving a high R² score and reliable 

predictions across various user inputs. 

• User Input Validation in Real-Time Interface 

Designing a web app that accepts inputs from users and converts them into a format the model can 

use—while handling invalid entries gracefully—is crucial for smooth user interaction. 

• Interpretability and Transparency 

In real-world applications like insurance, it is important for models to be interpretable. Users and 

companies need to understand why a certain cost was predicted, which adds pressure to use simpler 

models like linear regression over complex black-box algorithms. 

1.2 Proposed System 

The proposed system uses a machine learning model—specifically Linear Regression—to predict medical 

insurance costs based on user inputs such as age, gender, BMI, smoking status, number of children, and 

region. The system processes and encodes the data, trains the model on a historical dataset, and evaluates its 

performance using the R² score. It is deployed as a web application using Streamlit, allowing users to input 

their details and receive real-time, accurate cost predictions. This approach provides a faster, more reliable, 

and personalized alternative to traditional manual estimation methods.  

 
 

Fig 1: Proposed System 

1.2.1 Advantages 

• Accurate Predictions: Uses machine learning to provide precise and data-driven insurance cost 

estimates. 

• Real-Time Results: Predicts insurance charges instantly based on user input through a web 

interface. 

• User-Friendly Interface: Built using Streamlit, the system is simple and intuitive for end users. 

• Personalized Output: Considers individual factors like age, BMI, and smoking status for 

tailored predictions. 

• Automation: Eliminates manual calculations, reducing time and human error. 

• Cost-Effective: Developed using open-source tools, requiring no commercial software licenses. 
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• Scalable: Can be extended to handle larger datasets or include more complex models in the 

future. 

• Interpretable Model: Linear Regression offers clear insights into how each feature affects the 

prediction. 

 

II. LITERATURE REVIEW 

2.1 Architecture 

The architecture of the medical insurance cost prediction system is designed to ensure smooth data flow, 

accurate predictions, and real-time interaction. It starts with a user-friendly Streamlit web interface where users 

input personal data such as age, sex, BMI, smoking status, number of children, and region. This input is sent to 

the data processing module, which formats and encodes the information to match the model’s training data. 

The cleaned data is then passed to the trained Linear Regression model, which performs the prediction based 

on learned relationships from the dataset. The output—the predicted insurance cost—is then displayed back to 

the user. In the background, an offline training module handles the initial preparation of the model using the 

insurance.csv dataset, ensuring the system is ready for real-time inference. 

 

Fig: 2 Architecture 

2.2 Algorithm 

The algorithm used in this project is Linear Regression, a supervised learning technique commonly used for 

predicting continuous numeric values. In the context of medical insurance, it estimates the cost of insurance 

based on input features such as age, BMI, number of children, smoking status, sex, and region. Linear 

Regression models the relationship between the dependent variable (charges) and one or more independent 

variables by fitting a linear equation to the data. It is simple, interpretable, and efficient, making it ideal for a 

web-based prediction system. 

The model is trained on historical insurance data using the least squares method, which minimizes the sum of 

squared differences between the actual and predicted values. After training, it is capable of generalizing to new 

data inputs, enabling it to provide quick and fairly accurate predictions. Evaluation is done using metrics like 

R² score to assess how well the model fits the data. 

 Algorithm Used: Linear Regression (Supervised Learning – Regression) 

 Goal: Predict the insurance cost (charges) based on input features 

 Input Features: 

• Age 
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• Sex (encoded as 0/1) 

• BMI 

• Number of Children 

• Smoker (0 = Yes, 1 = No) 

• Region (encoded from 0 to 3) 

  Output: Predicted insurance cost (charges) 

  Training Technique: Ordinary Least Squares (OLS) 

  Evaluation Metric: R² score (Coefficient of Determination) 

  Advantages: 

• Simple and interpretable 

• Efficient with small-to-medium datasets 

• Good baseline for regression tasks 

 

2.3 Techniques 

• Data Collection 

o Collected from the publicly available insurance.csv dataset containing demographic and 

medical information. 

• Data Preprocessing 

o Handled categorical features using Label Encoding (sex, smoker, region). 

o Converted all inputs to numerical format to be compatible with machine learning models. 

• Feature Selection 

o Chose relevant features such as age, BMI, number of children, smoking status, gender, 

and region. 

• Exploratory Data Analysis (EDA) 

o Used Seaborn and Matplotlib for data visualization. 

o Created correlation heatmaps, distribution plots, and pairplots to understand relationships 

in data. 

• Train-Test Split 

o Split data into 90% training and 10% testing using train_test_split() from Scikit-learn. 

• Model Training 

o Applied Linear Regression using LinearRegression() from Scikit-learn. 

o Trained the model on the processed data. 

• Model Evaluation 

o Evaluated performance using R² score, which measures prediction accuracy. 

• Web App Development 

o Built a Streamlit interface for real-time user input and cost prediction. 

o Deployed the trained model in an interactive form. 

 

2.4 Tools 

Programming Language 

• Python – Used for data processing, machine learning, and backend development. 

Libraries and Frameworks 

• Pandas – For loading and manipulating datasets. 

• NumPy – For numerical computations and array handling. 

• Matplotlib – For plotting basic charts and graphs. 

• Seaborn – For advanced data visualization (e.g., correlation heatmaps). 

• Scikit-learn – For machine learning (Linear Regression, train-test split, R² score). 

• Streamlit – For creating the interactive web application to deploy the model. 

Development Environment 

• Jupyter Notebook – Used for writing, testing, and visualizing code. 

• VS Code / Text Editor – For editing Python and Streamlit files (app.py). 
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Dataset 

• insurance.csv – Public dataset containing features like age, sex, BMI, smoking status, children, 

region, and charges. 

System Requirements 

• Python 3.x 

• Internet Browser (to run the Streamlit app) 

• OS: Windows/Linux/Mac 

 

2.5 Methods 

2.5.1. Data Loading 

• Used pandas.read_csv() to load the insurance.csv dataset. 

• Inspected the dataset using .head(), .info(), and .describe() methods. 

2.5.2. Data Preprocessing 

• Handled categorical features using Label Encoding: 

o sex: male = 0, female = 1 

o smoker: yes = 0, no = 1 

o region: southeast = 0, southwest = 1, northwest = 2, northeast = 3 

• Checked for missing values and ensured data consistency. 

2.5.3. Exploratory Data Analysis (EDA) 

• Used Seaborn and Matplotlib to generate: 

o Correlation Heatmap 

o Distribution Plots 

o Pair Plots 

• Identified relationships between features and insurance charges. 

2.5.4. Feature Selection 

• Selected relevant features (age, sex, bmi, children, smoker, region) as predictors. 

• Target variable: charges 

2.5.5. Splitting the Dataset 

• Used train_test_split() from Scikit-learn to divide data: 

o 90% for training 

o 10% for testing 

2.5.6. Model Training 

• Applied Linear Regression using LinearRegression() from Scikit-learn. 

• Trained the model using .fit() method with training data. 

2.5.7. Prediction and Evaluation 

• Made predictions using .predict() method. 

• Evaluated model using R² Score to check prediction accuracy. 

2.5.8. Web Application Deployment 

• Used Streamlit to create a web interface. 

• Took user inputs, passed them to the model, and displayed predicted cost in real time. 

 

III. METHODOLOGY 

3.1 Data Description 

The insurance.csv dataset forms the foundation of this medical insurance cost prediction system. It consists of 

1338 rows and 7 columns, where each row represents an individual, and each column corresponds to an attribute 

influencing medical expenses. The features include age (in years), sex (male/female), bmi (Body Mass Index), 

children (number of dependents), smoker (yes/no), and region (one of four U.S. regions). The dependent 

variable, charges, represents the insurance premium charged to the individual. The dataset is free from missing 

values and provides a balanced mix of numerical and categorical data, making it highly suitable for training 

regression models like Linear Regression. Its comprehensiveness and cleanliness allow for effective 

preprocessing, visualization, model training, and deployment. 
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Attribute Data Description 

Age The age of individual 

person 

Sex Sex of the person (Male, 

Female) 

BMI This is Body Mass Index 

Children Total number of children 

of the person have 

Smoker Whether the person is a 

smoker or not 

Region Where the person lives. 

Considering four regions 

(Southwest, Southeast, 

Northeast, Northwest) 

Table 1: overview of the dataset 

 

 

 

 

Table 2: Statistical measurement 

3.2 Data Analysis 

There were 1338 rows and 7 columns in our data set. The charges variable, which has a float value, is our aim. 

Maximum number of individuals in our dataset range in age from 18 to 22.5, and the majority of them are male. 

Few have more than three children, and the majority of them have a BMI between 29.26 and 31.16. In this 

dataset, four main regions are taken into account: northeast, northwest, southeast, and southwest. The largest 

concentration of smokers is in the southeast, where 1064 out of 1338 people smoke. Here are some data 

visualizations.  

 

               Fig 3: Distribution of age value Fig 4: Sex Distribution 
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                     Fig 6: Children counter                                          Fig 5: BMI Distribution                       

 

    Fig 6: Checking smoker and non-smoker                        Fig 7: Distribution of charges value                               

 

  

                         Fig 8: Region 
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3.3 Data Pre-processing 

Data preprocessing is a crucial step in preparing the dataset for model training. In this project, preprocessing 

began with checking for missing values, null entries, or anomalies, but the dataset (insurance.csv) was found to 

be clean and complete. The next step was encoding categorical variables into numeric format, which is essential 

for machine learning models that require numerical inputs. The sex column was encoded as 0 for male and 1 

for female, smoker as 0 for yes and 1 for no, and the region column was mapped to integers: southeast (0), 

southwest (1), northwest (2), and northeast (3). No feature scaling was required since the Linear Regression 

model used here can handle features with varied ranges reasonably well. These preprocessing steps ensured that 

the input data matched the expected format and structure, making it suitable for training and testing the 

prediction model effectively. 

 

Fig 9: Before Conversion 

 

Fig 10: After Conversion 

3.4 Method of Process 

The method of process in this project follows a structured machine learning pipeline. It starts with loading the 

insurance.csv dataset using Pandas, followed by preprocessing steps such as label encoding for categorical 

variables (sex, smoker, and region) and checking for null or inconsistent data. Once the data is cleaned and 

formatted, exploratory data analysis is performed using Seaborn and Matplotlib to visualize distributions and 

relationships between features. The cleaned data is then split into training (90%) and testing (10%) sets using 
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Scikit-learn’s train_test_split() function. A Linear Regression model is trained on the training data using the 

LinearRegression() class. After training, predictions are made on the test set, and model accuracy is evaluated 

using the R² score. Once the model shows satisfactory performance, it is integrated into a Streamlit web app. 

This app allows users to input their information in real time, and the model predicts the corresponding insurance 

cost instantly. 

 

Fig 11: Input interface for aap.py 

3.5 Output 

The final output of the system is a real-time prediction of medical insurance charges based on user-provided 

inputs. After the user enters six values—age, sex, BMI, number of children, smoker status, and region—into the 

Streamlit interface, the input is processed and reshaped to match the format used during model training. The 

trained Linear Regression model then performs a prediction and returns the estimated cost. This value is 

displayed immediately on the web interface, allowing users to see how their lifestyle and demographic factors 

influence insurance pricing. The output is simple, readable, and helps users make informed decisions about 

insurance planning. 

 

Fig 12: Predicting cost 
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Fig 13: Final Output 

IV. RESULT 

The model successfully predicted medical insurance charges with a satisfactory level of accuracy. Using the 

Linear Regression algorithm, the system achieved a reliable R² score, indicating that it explains a significant 

portion of the variability in the charges. Visual comparisons between actual and predicted values confirmed that 

the model performs well on test data. 

 

V. DISCUSSION 

The project demonstrates how machine learning, specifically Linear Regression, can be effectively applied to 

predict medical insurance costs. Key features such as smoking status, age, and BMI were found to significantly 

influence the charges. The model performed well on test data and provided fast, accurate results through a user-

friendly web interface. 

 

VI. CONCLUSION 

This project successfully demonstrates how machine learning can be used to predict medical insurance costs 

based on personal and lifestyle factors. By using a Linear Regression model, we achieved accurate and 

interpretable results, and deployed the system through an easy-to-use Streamlit web application. 

 

VII. FUTURE SCOPE 

The system can be enhanced by incorporating advanced algorithms like Random Forest or Gradient Boosting 

to improve accuracy. Integration with electronic health records (EHRs), adding more diverse datasets, and 

supporting voice or mobile inputs can also make the system more powerful, accessible, and scalable in real-

world healthcare applications. 
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