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Abstract
Projects are undertaken by the contemporary organizations to experience significant growth, deal with industry
competition and achieve sustainability. The increase in size, complexity and duration of the projects resulted in
facing several risks and this project is undertaken to develop a project risk analysis model with the help of
machine learning algorithms. Identifying that machine learning is feasible for making risk analysis process
autonomous, random forest and logistic regression were the two machine learning algorithms utilized to develop
the model and then train it. Evaluation of the project risk analysis model showed its effectiveness in recording
high number of true positives and true negatives during the detection activity of project risks. From evaluation,
random forest is identified as the effective algorithm due to high prediction accuracy, robustness and avoiding
overfitting problem.
Keywords: Project risks, risk analysis, supervised machine learning, random forest

1. Introduction

Projects are temporary endeavours undertaken by organisations to achieve specific objectives, often within
dynamic, complex, and uncertain environments. Such conditions expose projects to numerous risks that are
difficult to predict and manage. Traditional risk management—identifying, assessing, prioritising, and
mitigating risks manually—demands significant time and effort while being prone to human error. As projects
grow in scale and complexity, these manual methods have become less effective, prompting the need for more
advanced approaches (Chattapadhyay et al., 2021; Sarkar & Maiti, 2020).

To overcome these challenges, researchers have explored automated risk assessment models using machine
learning algorithms. Prior studies have developed autonomous models in industries such as construction and
software (Shah, 2021; Filippetto et al., 2021), but these often rely on pre-existing or simulated datasets, limiting
their applicability and accuracy. Moreover, current models fail to identify the most effective algorithms for
project risk analysis and are often industry-specific. To address these gaps, this project aims to develop and
evaluate a machine learning—based risk analysis model supported by a custom dataset designed to automatically
identify, assess, and analyse project risks more effectively.

1.1 Overview on Risk Analysis Model

Project management is a critical activity for enhancing project performance, particularly in software projects
where managers often struggle with efficiency and sustainability due to limited knowledge, technology, skills,
and resources (Mahadi et al., 2021). These challenges increase the likelihood of project failure, especially as
rapidly changing requirements introduce new risks that significantly influence software outcomes (Sousa et al.,
2021). Effective risk planning, assessment, and management—ideally in an automated manner—have therefore
become essential for improving project success (Lin et al., 2021).

Literature highlights that automated risk management should be scalable, capable of detecting and notifying
various types of risks across projects. Studies show that risk management typically involves four stages:
identification, assessment, analysis, and treatment (Jomthanachai et al., 2021). Some research further
emphasizes risk analysis, including not only identification but also reporting the severity of risks. While human
intervention in risk management remains common in industries like construction, the highly dynamic and
uncertain nature of such projects underscores the need for more autonomous, technology-driven approaches
(Mashrur et al., 2020; Sanni-Anibire et al., 2022).

1.2 Feasibility of Machine Learning

Machine learning adds intelligence to machines by enabling them to learn from datasets, making it a valuable
tool for risk management (Sousa et al., 2021; Naseem et al., 2021). Its applications in this area involve building
models, training them with datasets, evaluating their performance, and validating results (Naseem et al., 2021).
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Figure 1: Showing the important job dealing (Naseem et al, 2021)
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Studies show that machine learning supports the development of frameworks for risk assessment across diverse
sectors, including construction, software, and financial projects (Ferreira et al., 2020; Mashru et al., 2020). By
applying techniques such as artificial intelligence, deep learning, and decision tree classifiers, researchers have
demonstrated the potential of machine learning to reduce human errors, minimize manual intervention, and
improve the accuracy of risk detection and analysis (Malhotra, 2018; Anysz et al., 2021).
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Figure 2: Risks which dedicated taxonomy (Mashru et al, 2020)

Compared to traditional risk management methods, machine learning approaches are more dynamic, cost-
effective, and precise (Sousa et al., 2021). They enable automated identification, assessment, and prediction of
risks, making them particularly valuable for complex and uncertain projects. In software project management,
for example, machine learning algorithms have been shown to effectively analyse project risks and improve
decision-making (Mabhti et al., 2021; Naseem et al., 2021). Overall, literature highlights that the integration of
machine learning into risk management processes provides scalability, adaptability, and intelligence,
positioning it as a transformative approach to improving project outcomes.

2. Design details of project

2.1 Creation of data set

The design of this project outlines the working process of the autonomous risk analysis model. To represent the
system’s structure and behaviour, UML diagrams have been selected as the primary design tool. These
diagrams, along with supporting explanations, illustrate the flow of operations and decision-making within the
proposed model.In particular, the activity diagram demonstrates the functional workflow of the machine
learning—based risk assessment model. It begins with the creation of new datasets, followed by preprocessing,
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training, and evaluation of the model. Subsequent steps include the identification and classification of risk
levels, along with decision points that guide appropriate mitigation actions. This diagram provides a clear
visualization of how the model operates autonomously to analyse and assess project risks.

Figure 3: Activity diagram for risk analysis model (Source: Author)

2.2 Built environment creation

The creation of built in environment is done by getting the required tools installed in the required computer
environment. The main environment to do the coding part, compile the code and then execute the code is
provided in Jupiter notebook. The commands which were used to download Jupiter notebook and then install it
are shown above. After the implementation of all these commands in the command prompt, installation was
done successfully.

3.Preprocessing of data set

3.1 Exploratory data analysis

Exploratory data analysis is one way of doing the attribute based analysis on the data set. At mentioned by
Robinson et al (2022) this exploratory data analysis is widely used to understand the way in which the attributes
present in a data set are related to each other.The important features of tasks data set or project duration and
budget utilisation. EDA application on this task data set helped in showing the way in which these two attributes
are related to each other and mentioned in scatter plot is given below.
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Scatter Plot of Project Duration vs. Budget Utilization
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This scatterplot indicates that with increasing in the duration of the project, the budget utilisation has also
increased. However, the increase in the project duration above 100 days resulted in increasing the amount of
budget that is being utilised. Projects data file is also critically analysed to note the attributes and the relation
existing among these attributes. Because of team size and total expenditure identified as the key features of this
projects datafile, they both are related with each other using EDA and mentioned using a scatter plot shown

below.
Scatter Plot of Team Size vs. Total Expenditure
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This scatter plot indicates the presence of large extent of outliers, thereby indicating the differences in the
relation between team size and the total expenditure of the project. It is after increase in the size of the team
above six members, there is a great increase in the total expenditure of the project, which is about 50,000 units,
as mentioned in the above graph.

4. Testing, Evaluation

1st test case 1: Risk calculation

This is the first test case prepared with the objective of checking if the model is able to perform the calculations
on budget utilisation and task progress levels. To conduct this test case, the two datasets are given in the form
of input. Based on the given input details, calculation is carried out for budget utilisation and progress of the
task. The result of all the calculations is displayed above.

2ndtest case: Categorisation of risks

The second test case used for performing data testing activity on the developed risk analysis model is the
categorization of the risks.
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After identifying the risks, data visualisation of the output helped in doing the risk categorization among the
three categories: high risk, low risk and medium risk. This graphical representation shows the majority of the
data grouping under medium and high risk categories.
5.1 Evaluation activity
The purpose of evaluation in this project is to identify the machine learning algorithm which is effective to make
the prediction of risk and risk level in accurate manner.

a. Confusion matrix from random forest based model
Confusion Matrix (Random Forest)
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Confusion matrix is also the result of showing that model is working in making the prediction about the level
of risk. As the model is trained using random forest machine learning algorithm, this confusion matrix indicate
the number of true positives or higher with value of 19. Such a value indicate that it is actually high risk, this
random forest based model has also predicted accurately.
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b. Confusion matrix from regression analysis based model

Confusion Matrix (Logistic Regression)
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After developing the model using logistic regression, the result is given in the form of confusion matrix. This
result also indicate that the model is able to provide high number of true positives because it is able to make the
predictions accurately.

5.2 Execution
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6. Conclusion

The main aim of this project was to develop an automated risk analysis model capable of accurately predicting
project risks using machine learning algorithms. A review of existing literature confirmed the feasibility of
automating risk analysis, highlighting the potential of ML to enhance model intelligence. To achieve this, a new
dataset was created, consisting of project and task files enriched through feature engineering with attributes
such as budget utilization and task progress. The model was developed and tested using Random Forest and
Logistic Regression, trained on the dataset to enable autonomous risk detection. Results indicated that 96% of
identified risks fell into the high-risk category. Finally, evaluation using a confusion matrix showed a high
number of true positives, confirming both algorithms to be effective in predicting risks and risk levels with
strong accuracy.
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