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Abstract— Detecting objects in images with 

precision becomes increasingly difficult when 

the input is degraded by noise or distortion, as 

is common in real-world applications. This 

study investigates and compares the 

performance of a traditional edge detection 

technique (Canny) and a deep learning-based 

model (U- Net) for binary image segmentation 

under noisy conditions. We simulate three 

types of image noise—Gaussian, Salt & Pepper, 

and Motion Blur—on a public dataset and 

evaluate both models using Dice Score, 

Intersection over Union (IoU), and Structural 

Similarity Index (SSIM) to assess their 

quantitative accuracy and perceptual 

consistency. While U-Net demonstrates 

stronger resilience in capturing complex 

structures and maintaining segmentation 

accuracy, Canny proves more computationally 

efficient and surprisingly stable under certain 

distortions. Our results highlight the 

importance of selecting segmentation methods 

based not only on accuracy but also on noise 

robustness and deployment constraints. This 

work offers practical insights into the trade-

offs between traditional and deep learning 

models for vision tasks in noisy environments. 

Keywords— Image Segmentation, U-Net, 

Canny Edge Detection, Noise Robustness, Dice 

Score, IoU, SSIM, Deep Learning, Computer 

Vision 

 
1. INTRODUCTION 
Image segmentation plays a vital role in computer 

vision, enabling the precise delineation of objects 

within an image, which is essential for 

downstream tasks such as object recognition, 

medical diagnosis, and autonomous navigation. 

While numerous models have been developed 

to perform segmentation with high accuracy under 

ideal conditions, real-world scenarios often 

involve noisy or degraded images due to 

environmental factors like motion blur, low 

lighting, or sensor interference. This degradation 

complicates segmentation by obscuring object 

boundaries and introducing irregular patterns, 

thereby testing a model’s robustness and 

generalization capabilities. Traditional image 

segmentation methods such as Canny edge 

detection are appreciated for their simplicity, 

computational efficiency, and ability to extract 

prominent edges. However, their performance 

tends to degrade under noisy conditions, especially 

when object boundaries are distorted or unclear. In 

contrast, deep learning- based models like U-Net 

have advanced the field significantly by 

leveraging convolutional architectures that learn 

hierarchical features from data. U-Net, in 

particular, is well-known for its ability to perform 

semantic segmentation with high spatial accuracy, 

even when trained on relatively small datasets. Its 

encoder-decoder structure with skip connections 

enables it to capture both low-level and high-

level features, making it a promising 

candidate for noise-resilient segmentation. This 

research presents a comparative analysis of a 

traditional edge detection method (Canny) and a 

deep learning segmentation model (U-Net) when 

applied to images affected by three distinct types of 

noise: Gaussian, Salt & Pepper, and Motion Blur. 

The objective is to evaluate how well each 

approach handles noise while maintaining 

segmentation quality. To do this, we employ a 

widely used annotated dataset and assess 

model performance using quantitative metrics 

such as Dice Score and Intersection over Union 

(IoU), along with the Structural Similarity Index 

(SSIM) to measure visual consistency. The results 

aim to provide meaningful insights into the 

strengths and limitations of each approach, offering 

guidance for selecting appropriate segmentation 

techniques in practical, noise- affected scenarios. 

2. RELATED WORK 
Image segmentation has been widely explored 

through traditional methods like edge detection, 

with Canny being a popular choice for its 

efficiency. However, such methods often 

struggle in noisy or degraded conditions where 

edge clarity is reduced. In contrast, deep learning 

models like U-Net have shown superior 

performance by learning spatial hierarchies and 

preserving fine details through their encoder-

decoder structures. U-Net has been particularly 

effective in medical and semantic segmentation 

tasks, demonstrating robustness even with 

limited data. Recent studies, such as those by Yu 

et al., emphasize that deep models outperform 

classical ones in handling noise and complex 

visual patterns. Building on this, our study 

compares Canny and U-Net under noisy image 

conditions, assessing their segmentation quality 

using both quantitative metrics and perceptual 

evaluations. 

 

3. METHODOLOGY 

This study adopts a systematic approach to 

evaluate and compare the performance of a 

traditional and a deep learning model in image 
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segmentation under noisy conditions. The 

methodology is structured as follows: 

I – Dataset Preparation: The Oxford-IIIT Pet 

Dataset, which contains images of various pet 

breeds along with pixel-wise segmentation 

masks, is used for this study. A subset of 50 

images is selected and resized to 128×128 pixels 

for computational efficiency and consistency in 

evaluation. 

II - Noise Injection: To simulate real-world 

distortions, each image in the test set is modified 

using three common types of noise: 

▪ Gaussian Noise: Simulates sensor noise. 

▪ Salt & Pepper Noise: Mimics random bit 

errors. 

▪ Motion Blur: Emulates camera shake or 

fast movement. 

III - Model Selection: Two segmentation models 

are selected for performance comparison: 

▪ Canny Edge Detection: A classical 

edge-based method used for identifying 

object boundaries. 

▪ U-Net: A deep learning model with an 

encoder-decoder architecture designed 

for semantic segmentation, known for its 

performance on medical and natural 

image datasets. 

 

IV -Model Training and interface: The U-Net 

model is trained on 80% of the dataset using 

binary segmentation masks, while 20% is 

reserved for testing. The Canny model, being 

rule-based, is applied directly to noisy images 

without training. Both models generate 

segmentation outputs on the same set of noisy 

test images. 

V – Performance Evaluation: 
The output masks from both models are evaluated 
using: 

▪ Dice Score: Measures the overlap 

between predicted and true masks. 

▪ Intersection over Union (IoU): Evaluates 

the accuracy of predicted segmentation 

regions. 

▪ Structural Similarity Index (SSIM): 

Assesses the perceptual similarity between 

the segmented result and the ground truth. 

 
VI – Model Comparison: 
The performance metrics for each model across all 

noise types are compared to assess robustness, 

accuracy, and visual fidelity. This analysis 

highlights the trade-offs between traditional and 

deep learning approaches in real-world 

segmentation tasks. 

 
4. ABOUT THE MODEL 
This research investigates the effectiveness of two 

distinct models, U- Net and Canny Edge 

Detection, in performing image segmentation 

under noisy conditions. 

U-Net is a deep learning-based model designed 

specifically for semantic segmentation tasks. Its 

architecture follows an encoder- decoder structure, 

where the encoder compresses spatial information 

into feature representations, and the decoder 

reconstructs detailed segmentation maps. A key 

strength of U-Net lies in its skip connections, 

which directly link corresponding layers in the 

encoder and decoder, preserving fine-grained 

spatial features. This design allows U-Net to 

achieve high accuracy even with relatively small 

training datasets, making it highly adaptable to a 

variety of segmentation problems, including 

medical imaging and object localization. U-Net’s 

ability to learn hierarchical representations and 

contextual relationships makes it particularly 

resilient against image distortions such as noise 

and blur, which commonly degrade segmentation 

quality. Conversely, Canny Edge Detection is a 

traditional, rule-based method that identifies 

object boundaries by detecting sharp intensity 

gradients in an image. The technique involves a 

series of steps, including noise reduction, gradient 

calculation, non-maximum suppression, and edge 

tracking, to accurately delineate edges. While 

Canny is computationally lightweight and does 

not require any training, it primarily focuses on 

local pixel information and lacks an understanding 

of broader image context. As a result, its 

performance can be sensitive to noise and image 

artifacts. However, due to its simplicity, speed, 

and interpretability, Canny remains a widely used 

baseline for segmentation tasks, particularly in 

resource-constrained environments. 

This study compares U-Net’s advanced feature 

learning capabilities with Canny’s efficiency and 

simplicity to analyze their respective strengths and 

limitations when segmenting noisy images. 

Through this comparison, we aim to offer a 

nuanced understanding of how traditional and 

deep learning approaches respond to real-world 

image degradations. 
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5. NOISE TECHNIQUES 

Noise simulation is an essential aspect of image 

processing research, particularly for evaluating the 

robustness and reliability of segmentation models. 

In real-world scenarios, images often contain 

various imperfections introduced by 

environmental factors, sensor limitations, or 

transmission errors. In this study, we deliberately 

introduce three types of noise—Gaussian noise, 

Salt & Pepper noise, and Motion Blur—to the 

dataset. This allows us to examine how well 

traditional and deep learning models perform 

when faced with noisy, distorted inputs, providing 

insights into their real-world applicability. 

1. Gaussian Noise 

Gaussian noise is a statistical noise characterized 

by a normal distribution of pixel intensity values 

around the true value. It is often encountered in 

images captured under low-light conditions or 

through imperfect camera sensors. The primary 

reason for introducing Gaussian noise in this study 

is to simulate the subtle, random variations that 

real-world imaging devices frequently introduce. 

For image segmentation tasks, the presence of 

Gaussian noise can obscure object boundaries and 

create small, scattered intensity fluctuations across 

the image. This can significantly challenge edge- 

based methods like Canny, which rely on 

detecting sharp gradients. Conversely, deep 

learning models like U-Net, which learn 

hierarchical and contextual representations, are 

expected to better manage such distortions. 

Evaluating model performance under Gaussian 

noise helps reveal their resilience to common 

sensor imperfections, a crucial factor for 

deploying segmentation models in fields like 

medical imaging and surveillance. 

2. Salt and Pepper Noise 

Salt & Pepper noise, also known as impulse noise, 

randomly replaces pixel values with either the 

maximum or minimum value, causing scattered 

white and black dots across an image. It typically 

arises from transmission errors, faulty memory 

locations, or sudden disturbances during image 

acquisition. 

In segmentation tasks, Salt & Pepper noise 

presents a serious challenge by introducing 

abrupt, high-contrast artifacts that can be 

mistaken for edges or object boundaries. 

Traditional methods like Canny are particularly 

vulnerable to such noise, often resulting in false 

edges and fragmented segmentations. By applying 

Salt & Pepper noise, this study assesses the 

models’ ability to distinguish true object 

boundaries from random high-contrast noise. 

Testing under such conditions offers valuable 

insights into the robustness of segmentation 

models in harsh operational environments, such 

as real-time communications or remote sensing 

systems. 

 
3. Motion Blur 
Motion blur occurs when either the camera or the 

object being captured moves during the exposure 

time, causing a smearing effect across the image. 

This type of noise simulates real-world 

challenges in dynamic settings like vehicle-

mounted cameras, handheld devices, or fast-

moving subjects .In the context of image 

segmentation, motion blur can significantly 

degrade boundary clarity, stretching edges and 

blending adjacent regions together. Traditional 

edge detection methods often fail in blurred 

images, producing incomplete or inaccurate 

segmentations. Deep learning models, however, 

may leverage contextual cues to reconstruct 

missing or distorted information. By introducing 

motion blur into the dataset, this study evaluates 

how effectively each model can handle motion-

induced distortions and maintain segmentation 

quality. 

 

In summary, The deliberate application of 

Gaussian noise, Salt & Pepper noise, and Motion 

Blur provides a comprehensive framework for 

evaluating the robustness of segmentation models 

under different real-world imperfections. 

Gaussian noise tests resilience to random 

fluctuations; Salt & Pepper noise challenges the 

models with sharp, isolated disturbances; and 

Motion Blur examines their ability to cope with 
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spatial distortions due to movement. By 

simulating these noise conditions, the study aims 

to provide a realistic and thorough assessment of 

traditional and deep learning-based segmentation 

techniques, highlighting their strengths and 

limitations when deployed outside controlled 

laboratory settings. 

 

6. COMPARATIVE ANALYSIS OF 

TRADITIONAL AND DEEP LEARNING 

MODELS ON GAUSSIAN NOISE- 

AFFECTED DATASET 

This section evaluates the segmentation 

performance of the traditional Canny Edge 

Detection method and the U-Net deep learning 

model when applied to images affected by 

Gaussian noise. The models are compared using 

key metrics — Dice Score, Intersection over 

Union (IoU), and Structural Similarity Index 

(SSIM) — to determine their effectiveness in 

handling noise-distorted inputs. The dataset 

underwent Gaussian noise augmentation as part 

of the experimental setup, creating a challenging 

environment that tests the robustness and 

adaptability of both models. After noise 

application, both models generated segmentation 

masks, and their outputs were quantitatively and 

visually assessed. 

 
Disc Score Analysis 
Canny Edge Detection (Traditional Model) - The 

Canny model achieved a Dice Score of 0.171. 

This relatively low value indicates that while the 

traditional model was able to detect some edges 

within the noisy images, it struggled significantly 

to capture the complete structure of the objects. 

The random fluctuations introduced by Gaussian 

noise likely disrupted the gradient calculations 

critical to Canny's operation, leading to 

fragmented or incomplete segmentations. 

U-Net (Deep Learning Model) - In stark contrast, 

the U-Net model achieved a Dice Score of 1.0, 

suggesting perfect overlap between the predicted 

segmentation masks and the ground truth. This 

result highlights U-Net’s exceptional capacity to 

learn robust features and maintain segmentation 

accuracy even when input quality is degraded. Its 

encoder-decoder architecture, combined with 

skip connections, allows it to preserve contextual 

and structural information that Gaussian noise 

alone cannot distort easily. 

Intersection over Union Analysis 

Canny Edge Detection - The IoU score for Canny 

was 0.093, further reinforcing the model's 

difficulty in accurately segmenting noisy images. 

An IoU value this low indicates minimal 

intersection between the predicted and true 

masks, suggesting that Canny's reliance on sharp 

gradient changes makes it highly vulnerable to 

noise-induced distortions. 

U-Net - The U-Net model also recorded an IoU 

score of 1.0, indicating complete agreement with 

the ground truth masks. This reinforces the Dice 

Score results and demonstrates U-Net’s robustness 

in segmenting images with additive Gaussian 

noise. 

 
Structural Similarity Index (SSIM) Analysis 
Canny Edge Detection - The SSIM value for the 

traditional method was 0.018, showing very low 

perceptual similarity between the segmented 

output and the ground truth. This is consistent 

with the fragmented edges produced by Canny 

under noisy conditions. 
U-Net - The U-Net model achieved a slightly 
higher SSIM score of 
0.024. Although this value is also relatively low 

compared to typical SSIM scores, it reflects the 

fact that Gaussian noise affects overall visual 

quality. However, since segmentation focuses 

primarily on mask accuracy rather than 

photorealistic output, the perfect Dice and IoU 

scores suggest that U-Net successfully preserved 

object boundaries despite the noise. 

 

When analyzing the performance of both models 

under Gaussian noise, it is evident that the U-Net 

deep learning model vastly outperforms the 

traditional Canny Edge Detection method across 

all evaluation metrics. The Dice and IoU scores 

indicate U-Net’s near- perfect segmentation 

ability, while the slight improvement in SSIM also 

shows better perceptual fidelity. In contrast, the 

Canny model failed to adapt to the random pixel-

level intensity changes introduced by Gaussian 

noise, resulting in poor segmentation performance. 

These results underline the fundamental advantage 

of deep learning models in noisy environments: 

their capacity to learn global and local features 

enables them to be resilient to input distortions. 

Meanwhile, traditional models, which depend 

heavily on pixel-level gradient information, 

exhibit significant limitations under similar 

conditions. This analysis emphasizes the 

importance of model selection based on 

deployment conditions. For real-world scenarios 

where image degradation is common, deep 

learning-based approaches like U-Net are 

evidently more reliable and capable of 
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maintaining segmentation quality. 

7. COMPARATIVE ANALYSIS OF 

TRADITIONAL AND DEEP LEARNING 

MODELS ON SALT & PEPPER NOISE- 

AFFECTED DATASET 

This section compares the performance of the 

traditional Canny Edge Detection method and the 

deep learning-based U-Net model on images 

affected by Salt & Pepper noise. Both models are 

evaluated using Dice Score, Intersection over 

Union (IoU), and Structural Similarity Index 

(SSIM) to assess segmentation accuracy and 

visual consistency under high-contrast, impulse 

noise conditions. This analysis helps reveal the 

strengths and weaknesses of each model when 

handling sharp, isolated distortions common in 

real-world imaging scenarios. 

 

Dice Score Analysis 

Canny Edge Detection (Traditional Model) - The 

traditional Canny model achieved a Dice Score of 

0.392 on Salt & Pepper noise- distorted images. 

While this is an improvement compared to its 

performance under Gaussian noise, the score still 

indicates considerable segmentation errors. The 

scattered white and black pixels introduced by Salt 

& Pepper noise create artificial gradients that often 

mislead edge detectors, resulting in numerous 

false edges and fragmented segmentation maps. 

U-Net (Deep Learning Model) - U-Net once again 

achieved a Dice Score of 1.0, indicating perfect 

overlap between the predicted masks and ground 

truth. Despite the presence of sharp, high-contrast 

noise, U-Net effectively learned to differentiate 

true object boundaries from random impulse 

noise. This showcases the model’s ability to 

generalize spatial patterns and structural features, 

even when local pixel values are heavily 

corrupted. 

 
Intersection over Union (IoU) Analysis 
Canny Edge Detection - The IoU score for the 
Canny method was 
0.243, reflecting modest overlap with the 

ground truth masks. 

 

Although higher than its IoU performance on 

Gaussian noise, this score remains relatively low. 

The result demonstrates that while Canny could 

detect some true edges, it frequently misinterpreted 

noise artifacts as object boundaries, thereby 

reducing overall segmentation accuracy. 

U-Net - U-Net maintained an IoU score of 1.0 

even in the presence of Salt & Pepper noise. This 

result reaffirms the Dice Score findings and 

highlights U-Net’s superior ability to maintain 

consistent and accurate segmentation despite 

severe noise interference. 

Structural Similarity Index (SSIM) Analysis 
Canny Edge Detection - The SSIM score for the 

traditional model was extremely low at 0.005, 

indicating almost no perceptual similarity 

between the predicted segmentation and the 

ground truth. This severe degradation is expected, 

given that Salt & Pepper noise severely disrupts 

the image structure and Canny's reliance on pixel 

intensity gradients. 

U-Net - The U-Net model achieved an SSIM 

score of 0.087, significantly higher than Canny's 

output but still relatively low compared to noise-

free conditions. Although SSIM values are 

affected by the overall noise corrupting the image 

appearance, the perfect Dice and IoU scores 

suggest that U-Net successfully preserved the 

essential object structures needed for accurate 

segmentation. 

 

The performance comparison under Salt & 

Pepper noise further highlights the robustness of 

deep learning models over traditional methods. 

While the Canny Edge Detector performed 

slightly better on Salt & Pepper noise than on 

Gaussian noise, its segmentation quality 

remained insufficient for practical applications. 

The low Dice, IoU, and SSIM values demonstrate 

its vulnerability to impulse-based noise artifacts. 

Conversely, U-Net consistently achieved perfect 

segmentation scores across all metrics, confirming 

its ability to extract meaningful features and 

ignore spurious noise patterns. Its structural 

understanding of images, supported by learned 

contextual features, makes it far more effective in 

handling scattered noise distortions compared to 

traditional pixel-gradient-based methods. 

These results reinforce the importance of using 

deep learning models like U-Net in real-world 

applications where unpredictable noise 

conditions may otherwise compromise 

segmentation accuracy. 

 

8. COMPARATIVE ANALYSIS OF 

TRADITIONAL AND DEEP LEARNING 

MODELS ON MOTION BLUR-AFFECTED 

DATASET 

This section presents a comparison between the 

traditional Canny Edge Detection method and the 

deep learning-based U-Net model when applied 
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to images degraded by Motion Blur. The 

evaluation is based on Dice Score, Intersection 

over Union (IoU), and Structural Similarity Index 

(SSIM) to analyze both the segmentation 

accuracy and visual consistency under motion-

induced distortion. Motion Blur is particularly 

challenging because it smears edges and merges 

object boundaries, complicating the task of 

precise segmentation. 

 
Dice Score Analysis 
Canny Edge Detection (Traditional Model) - The 

Canny model achieved a Dice Score of 0.074 

when evaluated on motion-blurred images. This 

extremely low score suggests that the model 

struggled significantly to detect accurate edges. 

The blurring effect reduced gradient sharpness 

across object boundaries, making it difficult for 

Canny's gradient-based approach to identify 

meaningful segmentation cues. 

U-Net (Deep Learning Model) - In contrast, U-

Net maintained a perfect Dice Score of 1.0 even 

under motion blur conditions. This indicates that 

U-Net was able to completely recover object 

boundaries despite the smearing introduced by 

motion. The result highlights the advantage of U-

Net’s multi-scale feature extraction and its ability 

to learn global spatial context, allowing it to 

"reconstruct" object shapes even from blurred 

inputs. 

 
Intersection over Union (IoU) Analysis 
Canny Edge Detection - The IoU score for Canny 

under motion blur was 0.038, signifying minimal 

overlap between the predicted segmentation 

masks and the ground truth. The severely 

degraded IoU score further illustrates the model’s 

inability to differentiate true object edges from 

blurred gradients. 

U-Net - U-Net achieved an IoU score of 1.0, 

perfectly matching the ground truth segmentation 

despite the distortion. This reinforces the Dice 

Score results and demonstrates the deep 

model’s robustness against spatial degradations 

like motion blur. 

 

Structural Similarity Index (SSIM) Analysis 

Canny Edge Detection - The SSIM score for the 

Canny method was 0.160, which is relatively 

higher compared to its SSIM scores under 

Gaussian and Salt & Pepper noise. However, this 

value remains low in an absolute sense, indicating 

poor visual similarity. This slight improvement in 

SSIM could be attributed to motion blur affecting 

larger regions uniformly, rather than introducing 

random pixel noise. U-Net - U-Net obtained an 

SSIM score of 0.314, showing a significant 

improvement in perceptual similarity compared to 

the traditional model. Although motion blur 

impacts the visual clarity of the images, U-Net 

effectively maintained structural details essential 

for accurate segmentation. 

When analyzing the results under motion blur, it is 

clear that deep learning models like U-Net offer a 

substantial advantage over traditional techniques. 

The near-zero Dice and IoU scores achieved by 

Canny indicate a near-complete failure in 

segmenting blurred images, underscoring the 

vulnerability of edge-based methods to motion- 

induced distortions. Despite slight improvements 

in SSIM, the overall segmentation output remained 

unreliable. 

In stark contrast, U-Net preserved segmentation 

accuracy and visual coherence across all 

evaluation metrics. Its ability to integrate global 

context and learn deformation-invariant features 

allows it to handle challenging noise types like 

motion blur much more effectively. 

These observations further emphasize that deep 

learning models, although computationally 

heavier, provide far superior robustness and 

adaptability for image segmentation in real-world, 

imperfect conditions. 

CONCLUSION 

This study conducted a comparative evaluation of 

two distinct approaches to image segmentation: 

the traditional Canny Edge Detection method and 

the deep learning-based U-Net model, with a 

specific focus on performance under noisy 

imaging conditions. By introducing Gaussian 

noise, Salt & Pepper noise, and Motion Blur into 

the Oxford-IIIT Pet dataset, we simulated real-

world scenarios where input quality is often 

degraded. The goal was to assess how well each 

model could maintain segmentation accuracy and 

visual fidelity in the presence of distortions. 

Our findings revealed a clear and consistent trend: 

the U-Net model significantly outperformed the 

Canny Edge Detection method across all types of 

noise. U-Net achieved perfect Dice Scores and 

Intersection over Union (IoU) values of 1.0 for 

each noise scenario, while Canny's performance 

remained considerably lower, particularly under 

Gaussian noise and Motion Blur. Even in 

relatively structured distortions like Salt & Pepper 

noise, Canny struggled to maintain reliable 

segmentation, whereas U-Net demonstrated strong 

resilience, accurately recovering object 
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boundaries. In terms of perceptual evaluation 

using the Structural Similarity Index (SSIM), U-

Net also achieved higher scores, reflecting better 

preservation of the structural integrity of 

segmented objects. While the expectation was that 

U-Net, given its sophisticated architecture and 

context-aware learning, would outperform the 

traditional method, the magnitude of difference 

was noteworthy. Canny's reliance on local gradient 

changes made it highly susceptible to random 

noise and blur, leading to fragmented and 

incomplete segmentations. U-Net, leveraging its 

encoder-decoder structure and skip connections, 

was able to preserve fine details even when global 

image quality deteriorated, highlighting the 

advantage of learned feature representations over 

rule-based methods. 

The comparative analysis also reinforces 

important practical considerations. Although 

traditional methods like Canny are 

computationally efficient and easy to deploy, they 

are not suitable for applications where image 

quality cannot be guaranteed. On the other hand, 

deep learning models like U-Net, while requiring 

greater computational resources and training, offer 

far superior robustness, making them more 

suitable for real-world deployments where noise 

and distortions are inevitable. 

In conclusion, this study demonstrates that deep 

learning-based segmentation models provide a 

substantial advantage over traditional techniques 

in noisy environments. U-Net's ability to maintain 

segmentation performance across varied and 

challenging conditions underlines the importance 

of adopting data-driven approaches in modern 

computer vision tasks. Future work may extend 

these findings by evaluating additional deep 

architectures, experimenting with more diverse 

noise patterns, or optimizing U-Net models 

for faster inference without compromising 

robustness. This research contributes valuable 

insights into model selection strategies for 

practical image segmentation tasks, emphasizing 

the critical role of robustness in real- world 

deployments. 
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