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Abstract - Sign language is one of the most reliable ways of communicating with special needs people, as
it can be done anywhere. However, most people do not understand sign language. Therefore, we have
devised an idea to make a desktop application that can recognize sign language and convert it to text in
real time. This research uses American Sign Language (ASL) datasets and the Convolutional Neural
Networks (CNN) classification system. In the classification, the hand image is first passed through a
filter and after the filter is applied, the hand is passed through a classifier which predicts the class of the
hand gestures. This research focuses on the accuracy of the recognition. Our Application resulted in
96,3% accuracy for the 26 letters of the alphabet.
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I. Introduction

Al or Artificial Intelligence is one of the fields of computer science that studies human intelligence to make
artificial intelligence capable of solving problems. Computer vision is a subcategory of Artificial Intelligence
(AD). The goal of computer vision is to extract useful information from images. However, it is challenging to
implement. Computer vision has been used to manufacture robots and photo scans and is also used in the
automotive, medical, mathematical, Deaf people have problems communicating with normal people in their
daily lives. One reason for that is that not many people understand American Sign Language (ASL) [3, 4]. As
such, this research aims to recognize hand gestures or ASL, which the system will change into text that can be
read in real-time, making communication with people with special needs easier. Hand gesture recognition is
also in Human-Computer Interaction (HCI) because it interacts with the user directly. Human-Computer
Interaction (HCI) is the study, planning, or design of interaction between users and computers. One of the
functional interactions for a hand gesture recognition system is displaying text composed of alphabets read by
the system [5, 6].
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In this research, we will utilize Computer Vision and Pattern Recognition technology to create a desktop
application that can detect hand movements in real-time using a webcam/live camera. Afterward, we will use
American Sign Language (ASL) datasets and the Convolutional Neural Networks (CNN) classification
system. This research focuses on the accuracy of recognizing letters of the alphabet and provides the results in
a text in real-time.

I1. Literature Review

Human-computer interaction (HCI) is generally done using a mouse, keyboard, remote control, or touch
screen. However, interpersonal communication is done more naturally through voice and physical movement,
which is generally considered more flexible and efficient [5]. According to Zhi-Hua Chen et al. [7], new types
of HCI are needed due to the rapid development of software and hardware. In particular, speech recognition
and gesture recognition have received significant attention in the field of HCI. Artificial Intelligence (Al)
technology is also needed to perform gesture recognition, precisely computer vision. In computer vision
technology, several things can be researched, one of which is real-time motion-based recognition. There are
a variety of different ways that can be used to create recog- nition systems. The aim of research in this field
is usually to increase the accuracy of the recognition performed and to perform gesture recognition, such as
hand movements, sign language, and body movements.

In general, recognition technology can recognize many things, such as patterns, faces, body movements, or
hand movements, for different purposes. In 2013, there was a study on gesture recognition in real-time, which
already had a success rate of more than 68% for each gesture. This study uses an optical flow feature and is
combined with a face detector [8]. However, Tarek Frikha and Abir Presentche were more interested in
making hand gesture recognition [3]. To support research on hand gesture recognition, a study in 2018
introduced a dataset and a benchmark called EgoGesture [1]. EgoGesture uses Hierarchical Hidden Markov
Model and Classification methods, as well as the Cambridge Hand Gesture dataset, and can produce a dataset
that is very useful for research. One application of recognition technology is Automotive Human-Machine
technology. In its field, hand gesture recognition controls applications on mobile tablets. This research uses
ToF sensors, PCA-based preprocessing, and Convolutional Neural Network, which gives satisfactory results
for the riders [9].

Although many applications are made with recognition technology, the focus of this research is on the field
of communication, especially sign language. Communication is the most important thing for every human
being to be able to share their thoughts and ideas. Communication can be said to be successful if the
communication partner receives and understands the message [10]. However, for people who have hearing
difficulties or cannot speak, communication will be difficult, so other forms of communication are needed
[11], such as by writing or using body gestures. However, written communication is less practical because
people with hearing problems are generally less proficient in writing spoken language. Moreover, this type
of communication is impersonal and slow in face-to-face conversation. For example, agile communication
with the doctor is often required when there is an accident, and written communication is not always possible
[12]. Of these various forms of communication, sign language is the most effective tool of communicating
[13]. Although sign language is the most effective, communication is sometimes difficult because only some
understand sign language [14, 15]. Sign Language has different forms and hand gestures in each country,
such as American Sign Language (ASL), which is used in a study by Shruti Chavan, Xinrui Yu, and Jafar
Saniie [16] and Indonesian Sign Language (ISL) that is used in a study conducted in [4]. Therefore, we need
a tool that can recognize and convert sign language into understandable text with a high level of accuracy as
well as easy-to-use [17].
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II1. Methodology

For this research, first, we search the required datasets from Kaggle [28]. Then, we will create the model with
Kaggle’s dataset. After that, we will train the CNN model before finally creating the GUI for our desktop
application. We have included our flowchart for our research process, as seen in Figure 1(a).

The steps required to run the language recognition model are generally divided into several sections. First, the
application will enter input from the user’s live camera, then the input will be read, and the photo results will
be displayed as characters which will finally be assigned to a word.

1. Datasets

The dataset that we will use is a dataset that we took from the Kaggle website entitled ”ASL Hand Sign
Dataset (Grayscaled Thresholded)” [28], which contains 24 classes that have been applied a gaussian blur
filter. However, because the source code requires 27 classes, we use the 3 dataset classes taken from Nikhil
Gupta, namely the datasets for classes J, Z, and 0 (blank), to fill the gaps in the datasets in Kaggle. Compared
to the datasets from the code we used [29], our datasets have a higher number of images. The images that we
use are 30526 images which are divided into 27 classes for training data and 8958 images which are divided
into 27 classes for testing data, while the datasets from the source code that we use only have 12845 images
which are divided into 27 classes for training data and 4268 images which are divided into 27 classes for
testing data.
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Fig no:- 01
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2. Implementing Algorithm

This research uses a dataset from Kaggle [28] because it has a larger database than Nikhil Gupta’s.
Using Kaggle’s dataset, we can analyze the differences from Nikhil Gupta’s research caused by having a
different dataset. After that, we used that dataset for training and testing the model created by Nikhil Gupta.
This model uses the Convolutional Neural Network (CNN) method for Gesture Classification, which consists
of 2 layers. At Layer 1, this model performs image processing to predict and detect the number of frames of
user input. Layer 1 consists of the CNN model in which there are 7 layers (1st Convolution Layer, 1st Pooling
Layer, 2nd Convolution Layer, 2nd Pooling Layer, 1st Densely Connected Layer, 2nd Densely Connected
Layer, and Final Layer) which can be seen in the Figure 2, Activation Function, Pooling Layer, Dropout Layer,
and Optimizer. In Layer 2, there are two layers of algorithms that check and predict symbols or letters that
look similar to each other so that they can detect and display an accurate letter. In addition, our application
uses the Hunspell library to implement the autocorrect feature, where the user can click on one of the
application’s three suggestions to form a word. We have included our flowchart for our gesture classification,
which can be seen in Figure 1(b). During training phases, the parameters that may have affected the model’s
accuracy are the amount of dataset that’s being used for training and testing the model and the number of
iterations that are used in the testing of the model.

After the model was modified and trained using the new datasets, we used the Sign Language To Text
Converter application created by Nikhil Gupta, which can recognize and convert sign languages to letters/texts
in real-time. The application used python programming language and the following libraries: TensorFlow,
NumPy, OpenCV, OS- sys, operator, string, Tkinter, Hunspell, Keras, Enchant, and Pillow. The application
process is as such: The hand image captured by the camera is directly converted to grayscale and then
processed using gaussian blur and adaptive threshold. Then, the image will be processed by the model that has
been made to make predictions and display the output character. Next, the predicted result or the letter must
remain the same for a few seconds to be combined into a word. We also modified the GUI of the application
by adding an image containing a list of ASL symbols to make it easier for the user. The application’s modified
GUI (Graphical User Interface) can be seen in Fig 3.

3. Evaluate

Performance and accuracy measurements will be carried out by looking at the results of the train
data and test data using epochs 30 times. The iteration produces accuracy values and loss values for train
data and test data to find the values that indicate the success and loss values. In conducting trials and
evaluations of the application that has been made, we use a confusion matrix to calculate the model’s
performance and accuracy. The data used for the confusion matrix is a dataset created by Nikhil Gupta in his
research. Specific parameters or variables may affect application performance when executing the
application as such:

Fig no:- 02
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4. Implementation Tools and Technologies

The following technologies are used for implementation:

Component Tools / Technologies
Programming language python
Computer Vision Module Open CV, Median Pipe
Machine Learning Module TensorFlow
Dataset Storage local file system
Gesture Sequence Processing NumPy, Deque
TextToSpeech pyttsx3
Hardware webcam

Fig no:-03

VI. Conclusion

In this study, the steps we took were finding a dataset from the Kaggle website, creating a new model using
the two layers Convolutional Neural Network (CNN) method using the dataset we got, training our CNN
model, and creating a GUI for our application. As a result, our application can read hand gestures in realtime
and combine them into a word with a final accuracy rate of 96,3%. However, forming letters into words
requires the letters to remain the same for a few seconds. Therefore, for future research, we suggest
implementing background removal methods, searching for a way to speed up the process of forming letters
into a word so the wait time will be shortened, and multiplying the layers in the CNN model so the accuracy
of the model will be greater. One might also reconsider using methods other than CNN, as it might lead to
better results.
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