
                           International Scientific Journal of Engineering and Management (ISJEM)                                ISSN: 2583-6129 
                                  Volume: 04 Issue: 03 | March – 2025                                                                                       DOI: 10.55041/ISJEM02381 

                                  An International Scholarly || Multidisciplinary || Open Access || Indexing in all major Database & Metadata        

 

© 2025, ISJEM (All Rights Reserved)     | www.isjem.com                                                                       |        Page 1 
 

SKIN CANCER DETECTION USING CNN 

Shanmuga Priya V 1 

shanmugapriyav@skasc.ac.in 

 Department of Computer science (of Affiliation)  

Sri Krishna Arts and Science College (of Affiliation) 

Coimbatore, India 

Ranjanishri M 2 

ranjanishrim24@gmail.com 

Department of Computer science (of Affiliation)  

Sri Krishna Arts and Science College (of Affiliation) 

Coimbatore, India 

Abstract - Skin cancer is one of the deadliest 

types of cancer. However: it's likely to spread 

to other areas of the body, if it isn't diagnosed 

and treated beforehand on. It's primarily 

caused by abnormal skin cell development, 

which occurs frequently when the body is 

exposed to sun. The Surveillance likewise, 

relating skin nasty development in its early 

stages is a precious and delicate process. It's 

graded according to where it grows and what 

type of cell it is. The bracket of lesions 

necessitates a high position of perfection and 

recall the end is to propose a system that uses 

a complication Neural Network to diagnose 

skin cancer and classify it into colourful 

groups. Image recognition and a deep literacy 

algorithm are used in the opinion process.  
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1.INTRODUCTION  

  In 2018, there were over a million cases 

of skin cancer worldwide [1]. One of the swift- 

growing conditions on the earth is skin cancer. 

The vulnerability to ultraviolet radiation released 

by the Sun is the primary cause of skin cancer. 

Beforehand opinion of skin cancer is critical with 

the scarce services available. In general, for skin 

cancer forestallment strategy, accurate opinion 

and identification viability are pivotal and 

dermatologists face difficulty in detecting skin 

cancer in the early stages.  

  Deep literacy has been extensively used in 

both supervised and unsupervised literacy 

challenges in recent times. complication Neural 

Networks (CNN) is one of these models that has 

outperformed all others in object discovery and 

bracket tasks. By learning largely 

discriminational features when being rehearsed 

end- to- end in a controlled manner, lately, 

Convolutional Neural Networks (CNNs) have 

been used to classify Lesions in skin cancer in 

the bracket of skin cancers, some CNN models 

have outperformed good mortal specialists. The 

performance of these simulations has increased 

indeed further use of data.  
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VGG- 16 is a convolutional neural network that 

has been trained on over a million images. images 

from the ImageNet collection the frame have 16 

layers which can be configured in a variety of 

ways. filmland are divided into 1000 different 

orders, similar as press, mouse, pencil, and 

colourful creatures. As a result, the machine has 

studied detailed element representations for a 

variety of objects. A broad range of images the 

image information scale on the system is 224 by 

224 pixels. The description of the model In 

ImageNet, a dataset with over a million images, it 

achieves 92.7 percent top- 5 test perfection. There 

are 14 million filmland in 1000 seminaries.  

 Skin cancer cases have risen dramatically over the 

last many decades, emphasizing the need for 

effective individual systems. Traditional individual 

styles calculate heavily on clinical moxie and 

dermoscopic analysis, which are time- consuming 

and prone to mortal error. Among deep literacy 

ways, CNNs stand out for their capability to 

dissect medical images effectively. This paper 

explores the elaboration of CNN- grounded 

systems for skin cancer discovery and discusses 

their counter accusations in clinical settings.  

 In the bracket of skin cancers, numerous CNN 

models have dramatically outpaced largely 

professed health care professionals. The 

performance of these models has been further 

increased by numerous approaches, similar as 

transfer literacy using massive datasets. The 

pretrained network could identify prints similar as 

keyboard, mouse, pen, and brutes into 1000 object 

situations. The networks have now accumulated 

rich point representations for a large collection of 

images, and those networks also have an input 

data resolution of 224- by- 224. 

A willful growth of abnormal cells that appears 

on our skin is called skin cancer. It happens 

when some unusual DNA damage activates 

mutations [1]. that helps skin cells to increase 

veritably presto, and this forms nasty tumours. 

rudimentary cell melanoma is a nonmelanoma 

type cancer that starts with different sized nodes 

[1]. The alternate type of skin cancer is scaled 

cell melanoma that creates scaled red marks, 

open inflammations, uneven clots or lumps in 

the skin. In the U.S., further than 1 million 

cases of this type are diagnosed each time [2]. A 

different kind of skin cancer is actinic keratosis 

that's the original stage of scaled cell melanoma 

[3]. 

 We collect a skin cancer dataset, size 800 

images of four skin cancer classes that are, 

Actinic Keratosis, rudimentary Cell Melanoma, 

nasty Carcinoma and Scaled Cell Melanoma. 

We use data addition ways for adding the 

dataset at 5600 images that were resolve into 

training and test set for deep CNN models. A 

deep CNN model has been proposed that has 

complication layers for rooting features and 

completely connected layers for classifying the 

cancer type. Regularization ways like batch- 

normalization and powerhouse helped to reduce 

the overfitting.  

 In this paper, we've generated a CNN model 

that analyses the skin color lesions and 

categorizes them using an intimately available 

dataset and a variety of styles.  ways for deep 

literacy by using CNN and transfer literacy 

models, we were suitable to increase bracket 

delicacy. The HAM- 10000 dataset, which is 

freely available, was used to validate our model. 
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2.CNN ARCHITECTURE FOR SKIN 

CANCER DETECTION-  

CNNs have revolutionized the field of 

computer vision, offering state-of-the-art 

solutions for various applications. Their layered 

structure, consisting of convolutional, pooling, 

and fully connected layers, enables them to learn 

hierarchical features from input images. Popular 

architectures employed in skin cancer detection 

include: 

VGGNet: VGG16 and VGG19 are 

among the earliest deep CNN models used in 

medical image analysis. They employ small 3x3 

convolutional filters, providing deep feature 

extraction with a straightforward design. While 

effective, VGG networks require significant 

computational resources and are prone to 

overfitting when trained on limited datasets. 

ResNet (Residual Networks): ResNet 

introduces residual learning, enabling deeper 

networks without the vanishing gradient 

problem. ResNet50 and ResNet101 have 

demonstrated remarkable performance in skin 

cancer classification by leveraging skip 

connections, improving gradient flow, and 

enhancing model generalization. This 

architecture has been widely used in 

dermatological imaging due to its robust feature 

extraction. 

InceptionNet: Inception models, 

particularly InceptionV3 and Inception-ResNet, 

employ multiple kernel sizes in parallel 

convolutional layers, capturing features at 

different scales. These architectures enhance 

classification performance by efficiently using 

computational resources. Inception networks 

have been successfully applied in skin lesion 

classification, offering high accuracy while 

maintaining a relatively low computational cost. 

 

 

 

Efficient Net: Efficient Net models optimize 

accuracy and efficiency through compound scaling 

of depth, width, and resolution. EfficientNetB0 to 

EfficientNetB7 architectures have shown superior 

performance in skin cancer detection compared to 

traditional CNNs. They achieve state-of-the-art 

accuracy with fewer parameters, making them ideal 

for real-time applications. 

 

Fig.1. Some images available in the dataset  

CNN architecture presents unique advantages 

and limitations in skin cancer detection. While 

deeper networks like ResNet and Efficient Net offer 

high accuracy, they require extensive computational 

power. On the other hand, lightweight architectures 

such as Mobile Net provide faster inference but may 

compromise accuracy. Challenges in CNN-based 

skin cancer detection include dataset bias, class 

imbalance, and interpretability, requiring further 

research for clinical implementation. 

Among the discussed models, Efficient Net 

and ResNet exhibit superior performance due to 

their advanced feature extraction techniques. Future 

research should focus on improving model 

generalization, integrating explainable AI, and 

addressing dataset limitations for real-world 

deployment. 
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3.DATASETS FOR SKIN CANCER 

DETECTION- 

 First, to facilitate the preparation of the 

proposed model, the data set and the 

development plan of the model will be 

presented in detail. Next, we will analyze the 

proposed model architecture modelling 

approach in depth and the training technique 

addressing the optimum modification of 

parameters. Finally, we will incorporate 

simulation methods to highlight important 

problems with graphic markers in order to 

make suspected illness diagnosis more 

persuasive. 

About Dataset 

This dataset is from kaggle.com and 

consists of 25,780 photographs of benign and 

malignant Every image was categorized 

according to the description taken from ISIC, 

and all subgroups were separated by the 

following class names: actinic keratosis, basal 

cell carcinoma, dermatofibroma, melanoma, 

nevus, pigmented benign keratosis, seborrheic 

keratosis, In addition, the dataset is public and 

metadata circulates in such a manner that 

sufficient document input can be generated to 

allow comparisons to each image. The dataset 

has been divided in train, validation and test in 

an acceptable ratio. The training, validation and 

testing dataset contains 19537,2167 and 3799 

respectively. 

Data Augmentation 

It is also advantageous to maximize the 

volume of data for training a CNN model 

properly the data augmentation technique plays 

an important role also during training phase, 

this process is performed just-in-time, so the 

model’s output can be enhanced by solving the 

overfitting problem. We have several choices 

for image augmentation to select values from 

various sizes such as horizontal flip, rotation 

range, shear range and zooming etc.,  

During the training process, every other 

alternative has the potential to depict images in a 

variety of ways and to provide essential 

characteristics, thereby maximizing the utility of 

the model. The same of the skin cancer detection 

is detected in the below Figure [1]. 

 

Fig.2. A sample of collected dataset 

The success of CNNs heavily depends on the 

availability of high-quality datasets. Several 

publicly available datasets have been pivotal in 

training and evaluating CNN models for skin 

cancer detection 

ISIC Archive: The International Skin 

Imaging Collaboration (ISIC) dataset contains a 

comprehensive collection of dermoscopic images 

annotated by dermatologists. 

PH2 Dataset: This dataset focuses on 

melanocytic lesions and includes expert 

annotations. 

HAM10000: A large dataset comprising 

dermoscopic images of various skin lesion types, 

facilitating robust model training. 

Derm7pt: Offers images categorized 

based on the seven-point checklist criteria, 

widely used in dermatology. 
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4.ABOUT CNN AND DATASETS – 

Biological mechanisms told 

convolutional neural networks. The 

communication pattern between neurons in 

these networks parallels the association of the 

visual cortex in creatures. The open field is the 

response of a single cortical neuron in a 

limited area of the visual field. Different 

neurons' open fields incompletely lap, 

allowing them to enthrall the whole visual 

field. To assemble its infrastructures, CNN 

uses three situations of neural layers 

Convolutional, Pooling, and Completely 

Connected.  

 Convolutional Layer The 

convolutional subcaste is the most important 

subcaste in CNN. The product of the affair 

subcaste is attained from the input by filtering 

in special conditions in this subcaste. This 

subcaste is made up of neurons that are shaped 

like boxy blocks.  

 Pooling subcaste After each 

complication subcaste, the pooling subcaste 

performs the coming operation. These layers 

are used to keep the scale of the neurons as 

small as possible. These are bitsy blockish 

grids that take a small slice of the 

convolutional subcaste and sludge it to 

produce a result from that block. The most 

extensively used subcaste is peak pooling, 

which retrieves the block's maximum pixel.  

 fully connected layers A completely 

connected subcaste in a convolutional neural 

network [CNN] is created by the connection 

of all antedating neurons. Since it's fully 

connected, like an artificial neural network, it 

reduces spatial information. It's made up of 

neurons that start at the input and end at the 

affair. Transfer Learning Transfer literacy is a 

methodology in which a conception that has 

formerly been learned is applied to a new 

dataset.  

Formerly been trained on a particular large 

dataset. We used some of the pre-trained models 

from the ImageNet dataset, which contains 

millions of images aligned with 1000 groups. 

These models are also supplemented with colorful 

untrained layers and trained on the HAM10000 

dataset. Figure 2 depicts the armature of the 

models used, specifically VGG16. 

 

Fig.4. About dataset 

5.LITERATURE SURVEY – 

CNNs have been extensively used in 

medical image analysis, image recognition, and 

other fields [2]. In the area of bitsy picture 

bracket, CNNs have formerly shown emotional 

results, similar as mortal epithelial 2 cell image 

bracket [3], diabetic retinopathy fundus image 

bracket [4], cervical cell bracket [5], and skin 

cancer identification [6-9]. 

The first methodical study on classifying 

skin lesion conditions was proposed by Brinker et 

al [10]. The pens concentrate on the use of CNN 

for skin cancer bracket. The study farther 

addresses the difficulties that must be overcome 

in order to complete the bracket process. 

suggested a clinical image- grounded classifier for 

12 affiliated skin diseases in [11]. They used 

19,398 training images from the Asan dataset, the 

MED- knot dataset, and atlas point images to fine- 

tune a ResNet model. This study doesn't take into 

account cases of colorful periods. 
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The first comparison of CNN with a 

transnational association of 58 dermatologists 

for skin cancer assessment was proposed by the 

authors in [12]. The maturity of dermatologists 

The CNN outperformed them. The authors 

concluded that, anyhow of any croakers' 

opinions, they could profit from the image 

bracket handed by a CNN. Google's hunt 

machine Dermoscopic images were used to train 

and test the Inception v4 CNN armature. as well 

as the corresponding judgments Marchetti et al. 

[13] used 100 aimlessly chosen dermoscopic 

photos in across-sectional sample (50 tubercles, 

44 nevi, and 6 lentigines) 

Preprocessing  

 Before being fed into the model, 

the data had to be washed and ordered. The data 

is, still, heavily disposed, with the lesion order 

‘melanocytic nevi' account for further than half 

of the overall dataset. To ameliorate the 

learnability of the network, we used numerous 

pre-processing networks. We used Data 

Augmentation to help data from being overfit. 

By varying the restatement, gyration, and 

zooming of the lines, we were suitable to make 

multiple clones of the being dataset. In addition, 

we used Histogram Equalization to ameliorate 

the discrepancy of skin lesions in this 

composition.  

system  

 For the bracket task, 

Convolutional Neural Networks and Transfer 

Learning approaches are used. Deep literacy 

models pre-trained on the ImageNet dataset 

were used for Transfer literacy. It contains a 

little further than 14 million labelled photos 

divided into over 20,000 orders. These pre-

trained models are also further trained on the 

HAM10000 dataset by fitting   fresh layers and 

indurating some of the original layers. To 

compare the results, we used colorful literacy 

algorithms similar as XG Boost, SVM, and 

Random Forest Algorithms to perform the 

bracket task in the HAM10000 dataset. 

6.EPILOGUE AND FUTURE WORK – 

Throughout the study, a new CNN-based 

approach has been suggested to detect skin 

cancer using images. It is clearly illustrated that 

the method can successfully capture features of 

skin cancer by using the parallel convolution the 

feature or characteristic of skin cancer through 

utilizing parallel convolution blocks. The model 

has outstanding classification performance 

relative to the two well-known CNN 

architectures VGG-16 and VG19. 

 In this study, we classified skin cancer in 

nine types which is the most classification 

category of skin cancer till now. Due to the 

requisition of vast data for the effective training 

and implementation of CNN-based architecture, 

we have used data augmentation techniques for 

the existing dataset. In this process we achieved 

the desired outcome.  

The exploratory analysis reveals that the 

proposed approach significantly outperforms-of-

the-art models with a substantial improvement 

in precision, recall and F1 scores of 76.16%, 

78.15% and 76.92% respectively. Via several 

performance matric such as the weighted 

average and the overall accuracy. The model 

also illustrates its ability. 

 Finally, we think that new results will 

ideally overcome intellectual difficulties in 

identifying further cases of skin cancer and 

using them to test for skin cases in AI-based 

systems, especially in clinical practice in 

addition, the skin cancer classification process 

can be determined under uncertainty by using 

sophisticated methodology like Belief Rule 

Based Expert Systems (BRBES) in an integrated 

framework. [26] [27] [28] [29] [30] 
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Further research can be carried out to analyze 

and accomplish a diversified data collection of 

substantial amounts of evidence regarding skin 

cancer to make our proposed model more stable and 

validated. Moreover, there are also room gaining new 

horizons of knowledge by using several other CNN 

models such as ResNet, DenseNet, InceptionNet, etc. 

Efficient Architectures: Development of 

lightweight CNN models (e.g., Mobile Net, Efficient 

Net) to improve deployment on edge devices. 

Optimization techniques like pruning, quantization, 

and knowledge distillation to reduce computational 

requirements. 

Hybrid Models: Combining CNNs with 

transformers (e.g., Vision Transformers, ConvNeXt) 

to enhance performance on vision tasks. Exploring 

CNN-RNN hybrids for video and sequential image 

processing. 

Robustness & Generalization: Improving CNNs’ 

resilience to adversarial attacks and domain shifts. 

Using self-supervised learning and few-shot learning 

to reduce dependency on large labeled datasets. 

Explainability & Interpretability: Developing 

better visualization techniques (e.g., Grad-CAM, 

feature attribution methods) to understand CNN 

decisions. Ensuring fairness and reducing bias in 

CNN-based decision-making. 

3D & Multimodal Applications: Extending CNNs 

to 3D image analysis for applications in medical 

imaging and autonomous navigation. Integrating 

CNNs with other modalities like audio, text, and 

sensor data for multimodal learning. 

Self-Supervised & Unsupervised Learning: 

Reducing reliance on labeled datasets through 

contrastive learning and generative approaches. 

Improving domain adaptation techniques to make 

CNNs more flexible across different datasets. 

 

 

 

 

 

Fig.4.actinic keratosis', 'A pre-cancerous area 

of thick, scaly, or crusty skin. 

CONCLUSION – 

In this paper, we've collected a dataset 

of four types of skin cancer and used addition 

ways to increase our dataset. We proposed a 

deep literacy- grounded system to classify skin 

cancer. We used some regularization styles 

like batch normalization to avoid overfitting 

and used complication, maximum pooling, 

powerhouse, and completely connected layers. 

Our proposed model achieved 96.98 delicacy 

for four types of skin cancer that's the state of 

trades. This delicacy is advanced than two 

other pre-train models, Google Net and 

Mobile Net. Five-fold cross-validation is used 

to corroborate the proposed model with this 

dataset. In totality, our proposed model handed 

better similar performance to the being state- 

of- the- art styles in terms of delicacy, 

perfection, recall, perceptivity, and 

particularity. It's also simple and featherlight 

armature than other models. In future, a light 

armature can be designed without 

compromising the delicacy to descry skin 

cancer by minimizing computational 

complexity. We've discovered that in the 

HAM10000 dataset, learning algorithms are 

ineffective for bracket tasks. As a result of 

these findings, unborn exploration will 

concentrate on perfecting vaticination results 

and bracket delicacy. 
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