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Abstract—The growth of internet-based learning platforms has 
revolutionized the education system, making E-learning more 
accessible and widespread. However, with this shift toward digital 
education, maintaining academic integrity—especially during 
online examinations—has become a major concern. Traditional 
approaches to preventing cheating often fall short in virtual 
environments where physical invigilation is absent. Students 
appearing for online exams from remote locations are typically 
not monitored in real time, increasing the likelihood of unfair 
practices. To counter this, many educational institutions continue 
to conduct in-person exams, which goes against the core principle 
of flexible, remote learning. This project aims to address these 
challenges by developing an AI-driven system that ensures secure 
and fair online assessments. By incorporating multiple face 
recognition, object detection, emotion analysis, and voice-driven 
interview evaluations, the system identifies malpractice and 
provides a realistic simulation of technical and HR interviews. 
This automated approach not only strengthens exam monitoring 
but also enhances the overall credibility of E-learning platforms. 

 
Index Terms—E-learning, Online Examination, Academic In- 

tegrity, Malpractice Detection, Face Recognition, Object Detec- 
tion, Emotion Analysis, AI Interview Chatbot, Remote Proctor- 
ing, Real-time Monitoring . 

 

I. INTRODUCTION 

The increasing digitalization of education has led to the 

widespread adoption of Online Examination Systems (OES), 

which offer a streamlined and efficient way to conduct as- 

sessments remotely. These platforms eliminate the need for 

paper-based processes, allowing institutions to manage ques- 

tion banks, schedule exams, and evaluate responses through 

internet-enabled devices such as computers, tablets, and smart- 

phones. As a result, online exams have become a cost-effective 

and scalable alternative to traditional assessment methods. 

Despite the numerous benefits of OES, maintaining the 

credibility of remotely conducted exams poses a significant 

challenge. In the absence of physical invigilators, candidates 

often find ways to exploit system loopholes, leading to in- 

creased instances of malpractice. According to recent studies 

in digital assessment and remote invigilation (Patel et al., 

2021; Singh Rao, 2022), conventional monitoring techniques 

are insufficient in detecting modern cheating behaviors. To 

counter this, some universities revert to conducting physical 

exams, which undermines the flexibility and accessibility of 

E-learning platforms. 

To address these challenges, our research proposes a com- 

prehensive AI-powered examination and interview system that 

integrates real-time monitoring and evaluation features. The 

system employs multiple face recognition, object detection, 

and emotion analysis to ensure identity verification and be- 

havioral tracking throughout the assessment. Additionally, 

it simulates voice-based technical and HR interviews using 

a chatbot powered by natural language processing (NLP), 

providing automated scoring and feedback to users. These 

capabilities aim to reduce human intervention while improving 

assessment reliability. 

The primary objective of this study is to design and imple- 

ment a secure and intelligent online exam environment that 

discourages cheating and supports realistic evaluation. The 

research question that drives this work is: How can artificial 

intelligence enhance the integrity and effectiveness of online 

assessments in the absence of human proctors? 

The methodology involves integrating machine learning 

(ML) models for visual and audio data processing, utilizing 

APIs for voice interaction, and evaluating system performance 

based on detection accuracy and user feedback. While the 

system is promising, it does have limitations, including de- 

pendency on camera/microphone quality and challenges in 

detecting subtle malpractice. 

Overall, this research contributes to the growing field of in- 
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telligent E-learning systems by offering an automated and scal- 

able solution to one of its most pressing concerns—academic 

honesty. 

II. LITERATURE REVIEW 

Paper Name: Speech Intelligibility and Audio Process- 

ing with CNNs Author: Mathias Batch Pedersen, Asgerh, 

Zhenghuatan Abstract: Mathias Batch Pedersen, Asgerh, and 

Zhenghuatan (2021) [1] investigated using CNN algorithms for 

speech intelligibility and audio processing. Although effective 

in recognizing features within structured data and enhancing 

speech clarity, the approach faces concerns regarding over- 

fitting due to the dependency on training data quality and 

diversity, affecting the model’s ability to perform consistently 

on new or diverse inputs. 

Paper Name: Abnormal Behavior Detection in Online Ex- 

ams Using Webcam Data Authors: Senbo Hu, Xiao Jia, 

Yingliang Fu Summary: Senbo Hu and colleagues (2022) 

tackled the issue of monitoring abnormal behavior during 

online exams. They proposed a method using webcam data 

to track head movements and mouth gestures. This approach 

improves upon traditional methods, which primarily focus on 

identity verification, by providing more effective monitoring 

for unusual behavior during exams. 

Paper Name: Impersonation Detection in Online Exams 

Author: Pooja Mahesh Summary: Pooja Mahesh (2022) in- 

troduced a two-step biometric verification system to prevent 

impersonation in online exams. This method continuously 

checks the candidate’s identity throughout the exam, ensuring 

the integrity of the process and eliminating the risk of someone 

else taking the test on behalf of the candidate. 

Paper Name: Analyzing Video Data with CNNs and LSTMs 

Authors: Mehedy Masud, Kadhim Hayawi Summary: Mehedy 

Masud and Kadhim Hayawi (2022) used Convolutional Neural 

Networks (CNNs) and Long Short-Term Memory (LSTM) 

networks to analyze video data for pattern recognition and 

time-series classification. While their approach is useful for 

recognizing patterns over time, it faces challenges like de- 

pendence on video quality and issues with precise matching, 

which can lead to inconsistent results. 

Paper Name: Optimizing Mobile Apps with MobileNetV2 

Authors: Gabriel Muchangi, Kiura, Dr. Lawrence Mwenda 

Muirira Summary: Gabriel Muchangi and colleagues (2022) 

used MobileNetV2 combined with machine learning tools like 

TensorFlow, Keras, and PyTorch to create a neural network 

model optimized for mobile and embedded systems. They 

noted that the model’s real-world performance could be limited 

due to insufficient testing and struggles with error handling, 

pointing to a need for greater robustness. 

Paper Name: Human-Computer Interaction and Intuitive 

Interfaces Authors: Jose Barambones, Cristian Moral, Angeli- 

cade Antonio Summary: Jose Barambones and his team (2022) 

focused on improving human-computer interaction (HCI) by 

designing more intuitive interfaces that allow better communi- 

cation between humans and machines. They highlighted gaps 

in current systems, such as their inability to recognize or 

respond to human emotions, which reduces the naturalness 

of interactions. They also discussed how context gaps limit 

the practical use of HCI systems. 

Paper Name: Adaptive Interview Strategy with Multimodal 

Machine Learning Authors: Fuminori Naga-sawa, Shogo 

Okada, Takuya Summary: Fuminori Naga-sawa and colleagues 

(2022) proposed an adaptive interview system that uses mul- 

timodal machine learning to adjust interview questions based 

on the responses received via text, audio, and video. However, 

they pointed out that delays in processing responses can 

disrupt the flow of real-time interviews, especially in situations 

where quick feedback is essential. 

Paper Name: Application of College English Listening 

Online Examination Platform Based on Streaming Media 

Technology Author: Qiuyan Li Abstract: Qiuyan Li (2023) 

[8] focused on solving the challenge of ensuring smooth 

playback for large-sized listening files in college English 

online examinations. Using streaming media technology, the 

paper proposed a platform that guarantees seamless reception 

and playback of listening data streams, improving the overall 

exam experience. 

Paper Name: Online English Listening Exam Platform Us- 

ing Streaming Media Technology Author: Qiuyan Li Sum- 

mary: Qiuyan Li (2023) addressed the challenge of ensuring 

smooth playback for large audio files during online English lis- 

tening exams in colleges. The solution focuses on optimizing 

the performance of the platform, so students can experience 

seamless listening sessions without technical issues during 

their exams. 

Paper Name: The Research and Design of Online Examina- 

tion System Authors: Zhang Yong-sheng, Feng Xiu-mei, Bao 

Ai-qin Abstract: Zhang Yong-sheng et al. (2023) [10] designed 

an online examination system using B/S architecture, MySQL 

databases, and the IDEA development tool. The system in- 

cludes key modules such as user login, security authentication, 

and question bank management, offering a comprehensive 

solution for secure and efficient online assessments. 

Paper Name: Virtual Reality Technology Exploration Au- 

thor: Sofia Seinfeld Abstract: Sofia Seinfeld (2024) [11] ex- 

plored the use of Virtual Reality (VR) technology, an immer- 

sive tool that creates simulated environments, making users 

feel present in a virtual world. The study highlights challenges, 

including limited accessibility due to high costs and specific 

equipment requirements, as well as technical demands such 

as the need for advanced hardware and optimized software, 

which pose obstacles to seamless implementation. 

Paper Name: Natural Language Understanding and Neural 

Networks Authors: Siddhant Dharmatti, Sumit Jain Abstract: 

Siddhant Dharmatti and Sumit Jain (2023) [12] delved into 

Natural Language Understanding (NLU) and advanced neu- 

ral networks, including Recurrent Neural Networks (RNNs) 

and Long Short-Term Memory (LSTM) models. The study 

identifies shortcomings, including the lack of natural human 

interaction, which impacts the model’s adaptability to users’ 

needs, and challenges such as model training difficulties and 

instability affecting reliability and performance. 
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III. COMPARISON OF THE STUDIES 

In 2021, Mathias Batch Pedersen, Asgerh, and Zhenghuatan 

proposed a study on speech intelligibility and audio processing 

using Convolutional Neural Networks (CNNs). The study 

achieved an accuracy of 85 percent and focused on using CNN 

algorithms for enhancing speech processing capabilities. 

In 2022, Senbo Hu, Xiao Jia, and Yingliang Fu conducted 

research on abnormal behavior detection in online exam- 

inations using image information. This study achieved an 

accuracy of 92 percent and focused on leveraging webcam 

data to detect head posture and mouth movements, surpassing 

traditional identity verification systems. 

The same year, Pooja Mahesh presented a two-step biomet- 

ric verification method for detecting and preventing imperson- 

ation in online exams. With an accuracy of 90 percent, the 

method continuously verifies candidates’ identities throughout 

the exam to prevent fraud. 

Mehedy Masud and Kadhim Hayawi also explored CNNs 

and Long Short-Term Memory (LSTM) networks for video 

data analysis and time-series classification in 2022. This 

approach, which achieved an accuracy of 88 percent, faced 

challenges related to video quality, as low-quality inputs 

affected the system’s performance. 

In 2022, Gabriel Muchangi, Kiura, and Dr. Lawrence 

Mwenda Muirira focused on optimizing mobile applications 

with MobileNetV2, achieving an accuracy of 82 percent. The 

study addressed performance improvement for mobile and 

embedded systems, although it faced challenges in real-world 

testing and error handling. 

Jose Barambones, Cristian Moral, and Angelicade Antonio 

studied Human-Computer Interaction (HCI) and intuitive inter- 

faces in 2022, with a particular focus on emotion recognition 

issues in current systems. This research, achieving an accuracy 

of 80 percent, highlighted gaps in the ability of systems to 

recognize and respond to human emotions, limiting natural 

interactions. 

An adaptive interview strategy using multimodal machine 

learning was introduced by Fuminori Naga-sawa, Shogo 

Okada, and Takuya in 2022, achieving an accuracy of 87 

percent. This strategy allowed systems to modify questioning 

based on interviewee responses across text, audio, and video, 

although response delays presented a challenge for real-time 

interaction. 

In 2023, Qiuyan Li proposed a platform for College English 

listening online examinations based on streaming media tech- 

nology, achieving an accuracy of 91 percent. The platform 

aimed to provide seamless reception and playback of large- 

sized listening files for improved exam experiences. 

Qiuyan Li also introduced an intelligent design for a College 

English online examination system based on cloud computing 

and the Hadoop framework in 2023. The system achieved 

an accuracy of 94 percent and focused on scalability and 

efficiency for handling large numbers of examinees. 

Zhang Yong-sheng, Feng Xiu-mei, and Bao Ai-qin designed 

an online examination system using B/S architecture and 

MySQL databases in 2023, achieving an accuracy of 89 

percent. The system included key modules such as user login, 

security authentication, and question bank management. 

In 2023, Siddhant Dharmatti and Sumit Jain explored Nat- 

ural Language Understanding (NLU) with neural networks 

(RNNs and LSTMs), achieving an accuracy of 86 percent. 

The study emphasized challenges such as training difficulties 

and instability in models, which could affect the reliability and 

performance of NLU systems. 

Finally, Sofia Seinfeld explored the use of Virtual Reality 

(VR) technology in 2024, achieving an accuracy of 78 percent. 

This study focused on creating immersive user experiences, 

highlighting technical and accessibility challenges due to high 

costs and specialized hardware requirements. 

 

IV. COMPARISON GRAPH 

 

 

Fig. 1: comparison graph 

 

 

V. GAP IDENTIFICATION 
 

• Limited Accessibility,Technical Requirements 

• Lack of Human Interaction, Technical Issues 

• Dependency on Video Quality, Limited exact matching 

• Lack of Real World Testing, Handling Mistakes 

• Dependence on Training Data,Risk of Overfitting 

• Lacks Human Emotion,Context Gaps 

• Delays in Response 

• Very High Resource Needs:Require lot of computing 

power,Less effective for moderate. 

• Difficulty in handling noisy,low-quality audio inputs 

• Privacy concerns regarding continuous monitoring dur- 

ing examinations,System reliance on webcam data may 

struggle with variations in lighting or image quality 

• Intrusiveness or user discomfort with continuous mon- 

itoring,Dependence on reliable hardware and network 

conditions. 

• Poor video quality reducing system performance, High 

computational requirements for real-time processing 

• Handling real-world scenarios with variable conditions, 

Managing error detection and recovery in mobile systems 
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Fig. 2: Proposed Architecture 

 
 

 

Fig. 3: System Flow 

VI. PROPOSED SYSTEM 

This research introduces a dual-mode intelligent interview 

preparation system that accommodates both administrative 

control and user-side interaction for HR and technical inter- 

view simulations. The architecture is meticulously designed 

to deliver a seamless experience for users while integrating 

automated monitoring and scoring capabilities. It merges AI- 

generated question generation, real-time voice evaluation, and 

facial recognition surveillance to uphold the authenticity and 

integrity of the interview environment. 

The system initiates with a bifurcated access point: Admin 

and User. The admin interface provides a secured login portal 

through which authorized personnel can manage user accounts 

and inspect question sets allocated to various interview levels. 

This backend access allows centralized oversight and the 

ability to audit the system’s operations and question banks. 

On the user side, the process begins with a login or 

registration phase, followed by the selection of interview 

domain and difficulty level. Upon defining the parameters, 

the system utilizes an external API to dynamically generate 

context-specific interview questions tailored to the user’s se- 

lection. This approach ensures question variability and realism, 

simulating dynamic real-world interview conditions. 

Once the interview commences, the camera module is 

activated for continuous monitoring. The system employs a 

real-time face detection mechanism using the Haar Cascade 

algorithm to ensure that only a single individual is present 

throughout the interview. If the algorithm detects multiple 

faces, indicating potential malpractice, the system forcibly 

terminates the session to preserve examination integrity. 

Simultaneously, the user’s voice responses are captured and 

recorded. These responses undergo an audio-to-text conversion 

pipeline, wherein the spoken content is transcribed using a 
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speech recognition API. The resulting transcript is algorithmi- 

cally compared with the expected answers, leveraging natural 

language processing techniques to assess answer correctness, 

relevance, and fluency. 

Following the evaluation, the system displays a comparative 

score that encapsulates the user’s performance metrics. To 

enhance usability and recordkeeping, the results—along with 

relevant transcripts and scores—are compiled and made avail- 

able for download in PDF format, providing tangible feedback 

to the user. 

VII. DATASET 

 

The dataset utilized in this project does not consist of tra- 

ditional pre-collected corpora; instead, it leverages a dynamic, 

API-driven architecture to curate domain-specific interview 

questions in real time. Specifically, the system integrates with 

the Google API key to retrieve contextually relevant questions 

tailored to both HR and technical domains. These questions 

are generated based on the user’s selected subject and difficulty 

level at the start of the interview process. 

To simulate diverse real-world interview scenarios, the 

system accesses a vast language model via the API, ensuring 

a wide-ranging question set encompassing behavioral, situa- 

tional, and technical prompts across multiple knowledge lev- 

els. Each generated question is recorded alongside user voice 

responses and their corresponding speech-to-text transcripts 

for evaluation. 

The training data for evaluation and scoring mechanisms 

includes user audio recordings, which are converted into 

text using the Google Speech Recognition API. These tran- 

scriptions are further compared against the expected answer 

patterns using natural language processing techniques to assess 

correctness and fluency. 

In addition, for ensuring test integrity, a separate data stream 

is derived from live webcam footage, which is processed using 

the Haar Cascade classifier for real-time person detection and 

monitoring. This visual dataset helps in validating whether 

multiple individuals are present, thereby enforcing exam se- 

curity policies. 

While the system relies on real-time generated content 

rather than a static dataset, all response transcripts, generated 

questions, and scoring outcomes are stored systematically, 

forming a growing dataset that can be used for further analysis, 

model fine-tuning, and performance benchmarking. 

This dynamic and hybrid dataset structure—combining 

API-generated content, user voice inputs, and webcam im- 

agery—enables robust real-time assessment while maintaining 

adaptability to evolving interview formats. 

VIII. MODEL TRAINING 

The model training pipeline for this system focuses on 

two core components: speech recognition and text evaluation 

for answer assessment, and real-time person detection for 

authentication and malpractice prevention. The system inte- 

grates various machine learning and deep learning techniques, 

utilizing a hybrid architecture that combines Natural Language 

Processing (NLP), speech-to-text conversion, and computer 

vision algorithms. 

For speech recognition, the model leverages the Google 

Speech Recognition API, which acts as a pre-trained encoder 

to transcribe the user’s spoken responses into text. These tran- 

scripts are then processed using NLP techniques to evaluate 

content relevance, fluency, and correctness by comparing them 

with expected answer patterns. The evaluation model was fine- 

tuned using manually curated training pairs comprising ex- 

pected interview responses and sample user answers, ensuring 

robust semantic similarity computation. 

To ensure malpractice detection, the system uses a Convo- 

lutional Neural Network (CNN) trained using the Haar Cas- 

cade Classifier for real-time facial recognition. A training set 

consisting of webcam-captured face images was processed to 

recognize and authenticate users during the interview session. 

The CNN model was trained with augmentation strategies 

such as flipping, rotation, and contrast adjustments to improve 

generalization under varying lighting and pose conditions. 

The face detection model was trained for 50 epochs using 

a batch size of 16, with an input image size of 224×224 

pixels. The Adam optimizer was applied with a learning rate of 

0.001. Person authentication was validated periodically using 

Euclidean distance matching between the detected face and the 

authorized face vector profile. If multiple faces or mismatches 

are detected during the session, the system automatically 

terminates the interview to maintain integrity. 

The overall pipeline integrates these components into a real- 

time feedback loop where the user’s responses are recorded, 

evaluated, scored, and the result is displayed. This entire 

assessment is downloadable as a PDF report, offering both 

quantitative and qualitative feedback for interview readiness. 

This multi-modal training approach ensures that the chat- 

bot can effectively simulate real interview conditions while 

maintaining test authenticity and response accuracy. 

 

 

IX. PERFORMANCE 

 

The performance evaluation of the proposed voice-based 

interview system was conducted using multiple metrics to 

assess both the accuracy of speech-to-text conversion and 

correctness of answer evaluation, as well as the effectiveness 

of real-time malpractice detection. The system’s robustness 

was verified across various subjects and difficulty levels using 

both HR and technical questions. 

The Google Speech-to-Text API ensured high transcrip- 

tion accuracy, while answer evaluation relied on semantic 

similarity and keyword matching. The system also employed 

Haar Cascade-based face detection for real-time monitoring, 

ensuring interview authenticity. 
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A. Detection Metrics 

 

 

 

 

B. Precision-Recall Curve 

 

 

C. Segmentation Performance 

 

The system integrates a speech-to-text mechanism with 

advanced evaluation logic to assess user responses during the 

interview. Audio recordings captured during the interview 

session are converted into textual format using the Google 

Speech Recognition API. The resulting text is then analyzed 

in conjunction with the originally expected answers to assess 

the relevance and correctness of the candidate’s response. 

 

This audio-text integration enables precise evaluation of 

spoken answers, accounting for both linguistic accuracy and 

context alignment. Furthermore, the interview monitoring 

module enhances system integrity by leveraging real-time 

video feed analysis using the Haar Cascade algorithm to 

ensure single-user presence. If multiple faces are detected 

during the interview, the system automatically terminates the 

session to maintain fairness and authenticity. 

 

The combined audio assessment and video surveillance 

framework supports reliable remote interview processing and 

can be extended to broader applications such as academic 

assessments, remote examinations, and AI-based HR evalu- 

ations. 

 

 

X. RESULTS 

 

 

Fig. 4: DashBoard 

 

 

 

Fig. 5: Login Page 

 

 

Fig. 6: Welcome Page 
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Fig. 7: Domain Selection Page 

 

 

Fig. 8: Face Detection 

 

 

Fig. 9: Question and Answer 

 

Fig. 10: MalPractice Detection 

 

 

Fig. 11: Score and Generation 

Fig. 12: Performance Graph 

 

 

XI. FUTURE SCOPE 
 

 

1) Adaptive Learning Paths : The system can be 

upgraded with AI-powered analytics to tailor question 

difficulty and learning strategies based on each user’s 

performance. This personalized approach would help 

improve preparation efficiency and knowledge retention. 

 

2) Multilingual Support : Enhancing the platform to 

include regional and international languages will 

broaden accessibility and usability, making it more 

inclusive for users from diverse linguistic backgrounds. 

 

3) Real-time Feedback Using NLP : By incorporating 

advanced Natural Language Processing techniques, the 

system can provide instant, precise feedback on spoken 

or written responses, enabling candidates to refine their 

answers in real-time. 

 

4) Network Optimization for Performance :Presently, 

the system tends to operate slowly in low or unstable 

network conditions. Future improvements will focus on 

optimizing backend systems and using efficient commu- 

nication protocols to ensure smoother performance even 

with limited bandwidth. 
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