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Abstract— The search for outliers has important 

security application and can show interesting 

behaviour in many fields. The problem is to find 

distance-based outliers without any party gaining 

knowledge beyond learning which items are outliers. 

Ensuring that data is not disclosed maintains 

privacy, i.e., no privacy is lost beyond that inherently 

revealed in knowing the outliers. Even knowing 

which items are outliers need not be revealed to all 

parties, further preventing privacy breaches. 

Abstractly outliers are patterns that stray from likely 

normal actions, which in its modest form possibly 

will be characterized by a county and picture all 

normal remarks to belong to this regular region and 

contemplate the rest as outliers While many classical 

outlier finding or place systems have been observed 

during the past years, the high-dimensional problem, 

in outlier detection have not yet attracted sufficient 

attention. ofan observation to its neighbours is used.  

Here privacy preserving outlier detection solutions 

are presented for distributed data sets. 

Index Terms—Outliers, Privacy preservation, Local 

Projection score etc. 

1. INTRODUCTION 
With the advancement of emerging technologies, an 

increasing amount of data is becoming available in real-world 

applications. Within the massive data, some of them induce 

abnormal behaviours or patterns raised from a variety of 

aspects including malfunctioned hardware or malicious 

activities. Such exceptional behaviours or inconsistent 

patterns, also known as outliers, anomalies, abnormalities, 

novelties, or deviants, do not comply with a well-defined view 

of normal behaviour of the data. Identifying outliers out from 

data is of great interest to the communities of machine 

learning and data mining, because it can reveal unusual 

behaviours, interesting patterns, and exceptional events from 

data. Contemplate a state in which the facts landlord has some 

isolated or delicate data and desires a data miner to admittance 

them for perusing important decorations without figure-

hugging the delicate information. Privacy-preserving methods 

aim to answer this unruly by randomly transforming the data 

preceding to their release to the data miners. 
Since outlier detection can bring significant benefits to 

decision analysis, it has gained considerable interests in a 

variety of fields and applied in a large number of domains, 

such as crime and terrorist detection, fault debugging and 

diagnosis, network intrusion, fraud discovery, medical and 

health monitoring, signal analysis, image processing, 

abnormal weather detection, anomalous crowd behaviour 

estimation, video surveillance, and many other areas. 

However, the process of mining statistics can outcome in a 

desecration of privacy. Privacy-preserving outlier detection 

will ensure these concerns are balanced, allowing us to get 

the assistances of outlier uncovering without actuality 

thwarted by permissible or procedural counter-measures. This 

permits two or many get-togethers to unite for computation 

works on their cooperative data sets starved of disclosing 

each party’s remote information. Then this data is visualized 

using heat maps.  

Anomaly detection gains more and more attention as 

fraudulent activity appears in ascendant trend during the last 

years. Even though advanced information technology has 

been incorporated into organizations to reduce the risk of 

anomalies and fraud, monitoring diverse systems that produce 

textual logs in non-uniform formats is a time-consuming task. 

Information visualization can be promising, since it facilitates 

the quick identification of these activities. Visualizing large 

datasets simultaneously is confusing and inefficient. For this 

reason, the system measures the similarity of the activity 

based on outlier detection and appropriate heat-maps are 

generated and incorporated in the system.  

 

2. LITERATURE SURVEY 

A inclusive examination of outlier finding and privacy 

preservation is presented in the following papers.  Outlier 

detection approach can be categorized into three approaches 

which there are the statistical approach, the distance-based 

approach and the deviation-based approach. 

V. Chandola, A. Banerjee, and V. Kumar [1] has done survey 

on Anomaly detection.  

 

R. Routra et al [4] has introduced H2O, a mixture and graded 

outlier detection way for multivariate while series collected by 

the performance metrics of backup jobs. Instead of fitting a 

single type of model on all the variables a hybrid method is 

proposed which employs an ensemble of models to capture 

the diverse patterns of variables. A hierarchical model 

collection course is applied to select the best anomaly 

detection models for variables based on their time series 

characteristics, following decomposition based detection 

method for multivariate while series, which considers the 

covariation and interactions among variables. This can be 

useful to sense anomalies over multivariate time series in 

many other domains, such as IT system health monitoring and 

fault detection. 
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Dongsheng Yang, Yijie Wang et al [5] has proposed a 

adjustable Markovian grounded outlier uncovering method for 

multi-dimensional arrangement over data stream, VMOD, 

which involves of two processes: mutual data based mouth 

collection algorithm (MIFS), adjustable Markovian based 

sequential analysis algorithm (VMSA). It customs MIFS 

process to lessen the state planetary and out of work 

geographies, and customs VMSA course to quicken the outlier 

detection. Completed VMOD method, detection rate and 

detection speed can be improved. The MIFS algorithm uses 

mutual information as similarity measures and adopts 

clustering based strategy to select features; it can improve the 

abilities for sequence modeling through reducing the 

government planetary and out of a job features, consequently, 

to progress the uncovering rate. VMOD can detect outlier 

effectively, and reduce the detection time by at least 50% 

compared with the traditional methods. 

 

 

Ajay Challagalla S.S., Shivaji Dhiraj D.V et al [7] has 

presented a technique for secrecy preserving outlier finding 

using tiered clustering. The data at every stage of a 

hierarchical clustering is perturbed such that their values are 

modified, but, the perturbed dataset will yield the same 

outliers as the original dataset. This gives the data analyst the 

freedom of setting the parameters for stopping the hierarchical 

clustering at any stage. The perturbed dataset obtained in this 

method has a zero hiding failure and it is selfsame hard to 

reverse engineer such a dataset. Thus, this technique results in 

the increased usability of the perturbed dataset while offering 

a good security measure against attacks on data privacy. The 

data perturbation technique proposed here is very robust, with 

zero misclassification error and zero hiding failure. The 

possibility of using the perturbed dataset obtained in this 

method for other data withdrawal tasks needs to be explored. 

Further work also lies in the application of this technique to 

detect outliers using other clustering algorithms. 

Jonas Böhler, Daniel Bernau et al [8] have This provides 

diverse differential discretion promises for outliers in 

judgement to nonoutliers. Here Novelist contributes an 

process that blocs local, differentially isolated data worry of 

sensor brooks with highly exact outlier finding. 

 

Kanishka Bhaduri, Mark D. Stefanski et al [9] has presented a 

scenario in which the statistics owner has some private or 

sensitive data and wants a data miner to access them for 

studying important patterns without revealing the sensitive 

information. Here a nonlinear statistics distortion by 

potentially nonlinear haphazard data conversion is proposed 

and by what means it can be beneficial for privacy-preserving 

anomaly uncovering from complex data sets is presented. The 

highlight of this approach is to allow a user to control the 

amount of privacy by varying the degree of nonlinearity. A 

key contribution of novelist is the discussion among the 

invariability of a transformation and privacy preservation and 

the application of these techniques to outlier detection.  

Yasuhiro Hashimoto Ryo Matsushita [10] has discussed about 

the Heat Map to see the data in a wide choice of point of view 

in a compact space. In the Heat Map area, cell opacities are 

normalized, being scaled in accord with the maximum value 

among all visible cells. Therefore, even though the absolute 

value of each prison cell in the focused group is small, the 

difference between time points or between items is relatively 

emphasized. 

 

Yuya Kaneda, Yan Pei, Qiangfu Zhao, and Yong Liu [11] has 

proposed decision boundary making algorithm (DBM). The 

primary objective of DBM algorithm is to induce compact and 

high performance machine learning models. To gain this 

prototypical, the DBM modernizes the performance of (SVM) 

on a unassuming erceptron (MLP).  Sustenance trajectory 

mechanism (SVM) is one of appliance learning models that 

can provide a good conclusion boundary (DB) for any 

classification problems. 
 

3. METHODOLOGY 

A novel and effective outlier finding method is planned, 

which is capable of handling high-dimensional data and 

robust to the parameter k of kNN.  The idea is that an article 

o is an outlier if more than a percentage p of the stuffs in the 

statistics set is farther than aloofness d from o. The 

proposed method uses distance based approach combined 

with statistical methods to represent deviation degree of an 

observation to its neighbours.  

Dataset on which outlier detection is to be performed is 

chosen. Data from the sources is grouped together and 

preprocessed. Data pre-processing is an important phase in 

the statistics mining process.  

This preprocessed data is stored in to the data warehouse. 

Data anonymization techniques are applied to provide 

privacy for the sensitive data. In this phase the user specifies 

the attributes that has to be camouflaged to ensure 

confidentiality. The selected attribute is anonymized .The 

same data which is stored in the Data warehouse is used for 

outlier detection.  

The procedure of detecting outliers consists of two main 

stages: 1) outlier ranking 2) determining, where the former 

offers a ranking list of the observations, and each one with a 

score. The observations with high scores rank on the top of 

the list, if a larger value stands for a greater variant or 

anomalous degree. The proposed method is motivated by 

the simple notion that anomalous observations have higher 

variances, and deviate from others greatly within the same 

neighbourhood information. To capture the degree of 

deviation, a metric termed local plan score (LPS) is 

introduced. It is mainly used to quantity the mark of 

deviation of each observation to the corresponding 

neighbours which are projected into a low-dimensional 

space by dimensionality reduction. This enables to offer a 

guideline for ranking and determining outliers, where the 

observation having a large LPS value is therefore a potential 

outlier with a high probability.   
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The Outlier classification is used to classify the data as 

normal or outlier. The decision tree classification based on 

cross validation.  

Grounded on the outlier classification, accuracy and 

efficiency of the method is calculated for the chosen dataset. 

Performance is calculated based on the evaluation 

parameters. The performance evaluation delivers details 

about calculated system performance, and metrics for future 

work. The system execution will be made more clear and 

explorative for its evaluators with appropriate visualization 

of results. The data is visualized using heat maps.  

 

 

 

 

 

 

 

 

 
 
 
 

4. CONCLUSION 
Detecting outlier is important because it contains useful 

information which may lead for further research in domain. The 

productivities bent by outlier finding practices use Scoring practices 

to assign an outlier groove to each occurrence in the quiz data. Thus 

the productivity of such practices is a tiered list of outliers. The 

sensitive information which reveals the data owner’s identity would 

be hidden from the world by making the sensitive attributes 

anonymous. This would preserve the privacy of the dataset owner 

as well as work as a feedback system which notifies the user about 

the anomalies present and their significance in the dataset.  

Outlier detection can bring significant benefits to decision 

analysis. It can be useful to find the abnormalities or anomalies in a 

large quantity of fields, such as crime and terrorist detection, fault 

debugging and diagnosis, network intrusion, fraud discovery, 

medical and health monitoring, signal analysis, image processing, 

abnormal weather detection, anomalous crowd behaviour 

estimation, video surveillance etc.  
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