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Abstract — This project aims to develop a 

multifunctional robot system controlled via voice commands, 

equipped with gas detection capabilities, and featuring live 

video streaming functionality. The system integrates three 

microcontrollers: Arduino Uno, NodeMCU, and ESP32-CAM. 

The Arduino Uno manages Bluetooth communication for 

voice control, enabling users to dictate the robot's movements. 

The NodeMCU is responsible for gas detection using a sensor 

and sending real-time notifications via the Blynk app. The 

ESP32-CAM facilitates live video streaming, providing visual 

feedback and enabling remote manual control of the robot. 

Through hardware integration, software development, rigorous 

testing, and comprehensive documentation, this project seeks 

to deliver a versatile and efficient robotic system that 

combines voice control, gas detection, and video streaming 

functionalities. Future enhancements may include additional 

sensors or advanced control algorithms to further augment the 

system's capabilities and adaptability. 
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1. INTRODUCTION 

The introduction of this project sets the stage for developing 

a versatile robot system integrating voice control, gas 

detection, and live video streaming functionalities. By 

leveraging the capabilities of three microcontrollers—

Arduino Uno, NodeMCU, and ESP32-CAM—the project 

aims to create a sophisticated solution for various 

applications. This section provides an overview of the  

project's objectives, highlighting the significance of each 

component and outlining the methodology to be followed. 

The significance of the project in addressing specific needs 

or challenges is discussed, setting the context for the 

subsequent sections of the document. 

2. LITERATURE SURVEY 

The authors explored the integration of multiple 

microcontrollers for creating a versatile robotic platform with 

IoT capabilities. Their research focused on utilizing Arduino 

Uno, NodeMCU, and ESP32-CAM microcontrollers to 

develop a smart robot capable of autonomous navigation, 

environmental sensing, and live video streaming. The study 

demonstrated the feasibility of integrating these 

microcontrollers to achieve complex functionalities such as 

voice control for robot navigation, gas detection using 

NodeMCU for real-time monitoring, and live video streaming 

for remote surveillance. By 

leveraging the strengths of each microcontroller, the 

researchers were able to create a robust and adaptable robotic 

system suitable for various applications in home automation, 

industrial monitoring, and education.[1], [6],[11]. 

The researchers investigated the application of voice control 

in robotics using Arduino Uno as a central controller. The 

study emphasized the importance of natural and intuitive user 

interfaces for enhancing human-robot interaction. Through the 

integration of voice recognition algorithms and Arduino Uno, 

the researchers developed a voice-controlled robotic system 

capable of executing complex tasks based on user commands. 

The findings highlighted the potential of Arduino Uno as a 

versatile platform for implementing voice control 

functionalities in robotics applications.[2],[7],[12]. 

The researchers explored the use of gas sensors for 

environmental monitoring and safety applications. The 

researchers focused on the integration of gas detection systems 

with IoT platforms for real-time data collection and analysis. 

Through experiments with NodeMCU- based sensor nodes, 

the study demonstrated the effectiveness of gas sensors in 

detecting various pollutants and hazardous gases. The 

findings underscored the importance of integrating gas 

detection capabilities into IoT-enabled devices for enhancing 

environmental awareness and ensuring workplace 

safety.[3],[8],[13]. 

Later the researchers investigated the implementation of live 

video streaming using ESP32-CAM microcontrollers. The 

study focused on optimizing video transmission protocols and 

enhancing image quality for real-time monitoring applications. 

Through experiments with ESP32-CAM-based surveillance 

systems, the researchers demonstrated the feasibility of 

streaming high-definition video over wireless networks. The 

findings highlighted the potential of ESP32-CAM 

microcontrollers for enabling remote surveillance and visual 

feedback in robotics and IoT applications.[4],[9],[14]. 

 

The researchers conducted a comparative analysis of 

Arduino Uno, NodeMCU, and ESP32-CAM 
microcontrollers for robotics applications. The study 
evaluated the performance, power consumption, and ease of 
integration of each microcontroller in a robotic platform. 
Through experiments with different configurations, the 
researchers identified the strengths and limitations of each 
microcontroller, providing insights into their suitability for 
specific tasks. The findings informed the design and 
implementation of a multifunctional robotic system with 
voice control, gas detection, and live video streaming 
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capabilities.[5],[10],[15]. 

 

 

 

 

 

Fig-1: Flowchart of proposed voice-controlled robot 

 

Robot control through Bluetooth and ESP32-CAM involves 
wireless communication and microcontroller- based processing 
to enable remote operation and live video streaming 
functionalities. The Bluetooth module serves as the 
intermediary for wireless communication, receiving commands 
from a Bluetooth-enabled device and transmitting them serially 
to the Arduino Uno microcontroller. Arduino Uno, equipped 
with digital and analog input/output pins, interprets these 
commands and translates them into motor control signals, 
enabling the robot to execute desired movements. Concurrently, 
the ESP32-CAM development board, featuring an integrated 
camera module and Wi-Fi connectivity, facilitates live video 
streaming. The camera captures video frames, which are 
processed and transmitted over the Wi-Fi network to a remote 
device for real-time viewing. ESP32-CAM handles tasks such as 
camera operation, video encoding, and network 
communication, allowing users to remotely monitor the robot's 
surroundings and control its movements via a Bluetooth-
enabled device. This integration of Bluetooth and ESP32-CAM 
technologies provides a comprehensive solution for wireless 
robot control and surveillance applications. 

 

 

 

 
 

Fig- 2: Block diagram 

This approach encompassing the functionalities of three 
distinct microcontrollers. Firstly, the Arduino Uno, 
renowned for its simplicity and versatility, will serve as the 
foundation for the Bluetooth voice- controlled robot, 
facilitating seamless communication between the user's 
voice commands and the robot's movements. 

1.  Secondly, the Node MCU, leveraging. Its built-in 
Wi-Fi module, will be employed for gas detection and 
notification functionalities via the Blynk app, ensuring 
real-time monitoring and alerting. 

2. Lastly, the ESP32-CAM,equipped with a camera module 
and advanced processing capabilities, will enable live 
video streaming and manual control of the robot, 
expanding the project's scope to include visual feedback 
and remote operation. By Integrating these 
microcontrollers cohesively and leveraging their 
respective strengths, the project aims to deliver a 
multifaceted solution that combines voice control, gas 
detection, and video streaming functionalities seamlessly. 

3. Enable live video streamingand manual control of the 
robot, expanding the project's scope to include visual 
feedback and remoteoperation. By Integrating these 
microcontrollers cohesively and leveraging their 
respective strengths,the project aims to deliver a 
multifaceted solution that combines voice control, gas 
detection, and videostreaming functionalities seamlessly. 

 
 

 
 

Fig-3: Circuit diagram 

 

BLUETOOTH MODULE: 

 

• Bluetooth modules, HC-05 enable wireless 
communication between devices over short distances. 

• In the context of the project, the Bluetooth module 
receives commands from a Bluetooth-enabled device, 
such as a smartphone or tablet, via a Bluetooth 
connection. 

• These commands are transmitted serially to the Arduino 
Uno microcontroller, which interprets them and 
translates them into 
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actions for controlling the robot's movement. 

 

ARDUINO UNO: 

 

Arduino Uno is a microcontroller board based on the 
ATmega328P chip, features digital and analog input/output 
pins that can be programmed to interact with various 
sensors, actuators, and communication modules. 
In the project, Arduino Uno receives commands from the 
Bluetooth module and processes them using its onboard 
microcontroller. 

 

The Arduino Uno then translates these commands into signals 
to control the motors of the robot, enabling it to move 
forward, backward, turn, or stop as per the received 
instructions. 

 

ESP32-CAM: 

 

• ESP32-CAM is a development board based on the ESP32 
microcontroller chip, featuring a built-in camera module. 

• It integrates Wi-Fi connectivity, making it suitable for IoT 
applications requiring wireless communication. 

• In the project, ESP32-CAM is utilized for live video 
streaming functionality. 

• The camera module captures video frames, which are 
processed and transmitted over a Wi- Fi network to a remote 
device for viewing. 

 

BLUETOOTH APP: 

 

• The ROBOBOY is aArduino supported Bluetooth 
Controller App. It gives you the ability to control the 
Android Bluetooth project remotely using one of four 
methods: buttons, rotation, Serial Monitor, or voice control. 

• Voice commands will be utilized to send data to the 
Arduino, enabling the robot's movements based on 
processed instructions. Initially, the voice recognition 
system will undergo training to accurately interpret 
commands. Once trained, the Arduino will receive voice 
commands via Bluetooth and execute corresponding 
actions, facilitating intuitive control over the robot's motion. 

 

3. PROPOSEDSYSTEM 
 

In this study, we aim to develop a multifunctional 
robot controlled via voice commands and equipped with 
gas detection capabilities, alongside live video streaming 
functionality. The system will integrate three key 
components: an Arduino Uno for voice control and motor 
coordination, a NodeMCU for gas detection and real-
time notifications via the Blynk app, and an ESP32-
CAM for live video streaming  and remote manual 
control. By integrating these components seamlessly, the 
proposed system will offer users intuitive control over 
the robot's movements, real-time monitoring of 
environmental conditions, and visual feedback through 
live video streaming, enhancing its versatility and 
usability in 

various applications. 

 
III ANALYSIS AND DISCUSSION 

We delve deeper into the intricacies of the proposed 
system, scrutinizing its components, functionalities, and 
overall performance. We begin by evaluating the 
effectiveness of voice command recognition through 
comprehensive testing scenarios, considering factors 
such as noise interference, accent variations, and 
command consistency. Additionally, we assess the 
robustness of the gas detection system, examining  its 
sensitivity to different gas concentrations and its ability 
to provide timely notifications through the Blynk app. 

 
Furthermore, we analyze the performance of the ESP32-
CAM in facilitating live video streaming, evaluating 
factors such as video resolution, frame rate, and 
network stability. We consider the impact of network 
latency and packet loss on the quality of the streaming 
experience and explore strategies to optimize video 
transmission in  real-world scenarios. 

 
Throughout the analysis, we discuss the interplay 
between the various components of the system and their 
integration, identifying potential points of failure or 
inefficiency. We also reflect on the user experience and 
usability of the system, gathering feedback from test 
users to inform further improvements. 

 
In addition to assessing the current state of the system, 
we brainstorm innovative ideas for future 
enhancements and extensions. These may include 
integrating additional sensors for environmental 
monitoring, implementing advanced control algorithms 
for autonomous operation, or enhancing the user 
interface for a more intuitive interaction. 

 
By conducting a thorough analysis and discussion, we 
aim to gain valuable insights into the strengths and 
limitations of the proposed system, paving the way for 
refinement and optimization to deliver a robust and 
user-friendly solution that meets the needs and 
expectations of its intended users. 

 
4. RESULTS 

 
Table -1: Home Automation using NodeMCU 

 
Aspect Result 

Integration 

with 

NodeMCU 

Successfully integrated NodeMCU into the 

home automation system for remote 

device control. 

Devices 

Controlled 

Lights, fans, and appliances controlled 

via Wi-Fi connectivity. 

Remote 

Control 

Users can remotely control devices from 

a smartphone or computer using NodeMCU. 



                                International Scientific Journal of Engineering and Management                                                 ISSN: 2583-6129 
                                  Volume: 03 Issue: 06 | June – 2024                                                                                                                                      DOI: 10.55041/ISJEM02081
               An International Scholarly || Multidisciplinary || Open Access || Indexing in all major Database & Metadata 
 

© 2024, ISJEM (All Rights Reserved)     | www.isjem.com                                                                            |        Page 4 

Table 2: Voice Control with Alexa and Sinric Pro 

 
Aspect Result 

Integration 

with Alexa 

Successfully integrated Alexa for 

voice control of the home 

automation system. 

SinricPro 

Integration 

Used Sinric Pro service to enable 

seamless communication between 

NodeMCU and Alexa. 

Natural 

Language 

Processing 

Implemented NLP to understand and 

process natural language commands from users. 

Device 

Control 

Commands 

Users can issue commands to control 

devices using voice 

commands recognized by Alexa. 

Feedback and 

Response 

System provides feedback and 

executes commands in a timely and 

responsive manner. 

 
Table 3: Bluetooth Controlled App for Robot 
 

Aspect Result 

Mobile App 

Development 

Developed a mobile app for both 

iOS and Android platforms for 

controlling the robot via 

Bluetooth. 

Bluetooth 

Connectivity 

Established reliable Bluetooth 

communication between the app and 

the robot for seamless 

control. 

Control 

Functions 

App enables users to control robot 

movements, speed, and 

other functionalities with ease. 

 
Table 4: Gas Detection and Notification 
 

Aspect Result 

Sensor 

Integration 

Successfully integrated gas 

detection sensors with the 

NodeMCU for real-time 

monitoring. 

Gas 

Detection 

Algorithm 

Implemented algorithms to analyze 

sensor data and detect abnormal gas 

levels indicative of 

hazards. 

Timely 

Notifications 

Users receive immediate notifications 

on their smartphones when abnormal 

gas levels are 

detected. 

 

 

 

 

5. CONCLUSIONS 

The development of the multifunctional robot system 
controlled via voice commands, equipped with gas 
detection capabilities, and featuring live video streaming 
has been a significant achievement. Through the integration 
of the Arduino Uno, NodeMCU, and ESP32-CAM 
microcontrollers, we have successfully created a versatile 
platform capable of addressing various needs and 
challenges. 

 
The voice control functionality offers intuitive and hands-
free operation, allowing users to interact with the robot 
effortlessly. The gas detection system, coupled with real-
time notifications through the Blynk app, enhances safety 
and environmental awareness, making the robot suitable for 
diverse applications. Additionally, the live video streaming 
feature provides users with visual feedback and remote 
monitoring capabilities, further augmenting the system's 
utility and versatility. 

 

 
Throughout the project, we encountered challenges and 
obstacles that required creative solutions and perseverance 
to overcome. However, through iterative design, rigorous 
testing, and continuous refinement, we have successfully 
addressed these challenges and delivered a robust and 
reliable system. 

 
Looking ahead, there is ample room for further 
improvement and enhancement. Future iterations of the 
system could incorporate additional sensors for expanded 
functionality, implement  advanced control algorithms for 
autonomous operation, and enhance the user interface for a 
more intuitive user experience. 

 
In summary, the multifunctional robot system represents a 
significant step forward in robotics and IoT integration, 
offering a glimpse into  the potential of connected and 
intelligent systems for addressing real-world needs and 
challenges. With continued innovation and development, 
the possibilities for future applications of such systems are 
boundless. 
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