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 Abstract:
With the growth of the Internet, cyberattacks are evolving quickly and the state of cyber security is not promising. The important literature reviews on machine learning (ML) and deep learning (DL) techniques for network analysis and intrusion detection are described in this survey report, along with a brief description of each ML/DL technique. According to their temporal or temperature connections, papers that represented each method were gathered and summarized. We cover some of the frequently used network datasets used in ML/DL, highlight the difficulties of employing ML/DL for cybersecurity, and offer recommendations for future research directions because data are so crucial to ML/DL methodologies.
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Introduction:
The Internet is transforming how people study and work as it becomes more deeply integrated into social life, but it also exposed us to increasingly significant security risks. A critical problem that requires immediate resolution is how to recognize different network attacks, especially those that have never been observed before.Cybersecurity is a group of tools and procedures created to guard against intrusions and illegal access, modification, or destruction of computers, networks, software, and data Sarkar el. Al. [2022].An integrated network security system also includes a computer security system. Each of these systems consists of a firewall, antivirus programme, and intrusion detection system (IDS). IDSs aid in locating, figuring out, and identifying unlawful system behaviour such use, copying, modification, and deletion .Internal and external intrusions are examples of security breaches. As per Modi et.al.[2017] network analysis for IDSs can be divided into three primary categories: hybrid, anomaly-based, and misuse-based (also known as signature-based). The goal of misuse-based detection techniques is to identify known threats using their signatures . They are utilised for recognised assault types without setting up a lot of false alerts. The rules and signatures in the database must, however, frequently be updated manually by administrators. On the basis of mishandled technology, new (zero-day) threats cannot be discovered.
An anomaly is defined as a deviation from the norm. Anomaly-based techniques examine the typical network and system behaviour to find anomalies,state by Xin et. al.[2018]. Due to their ability to recognize zero-day assaults, they are enticing.Viegas et. al.[2017], the identification of misuse and anomalies is combined in hybrid detection . It is employed to raise the detection rate for known intrusions and lower the incidence of false positives for unidentified attacks. Hybrid techniques are the norm in ML/DL.This paper presents a literature review of machine learning (ML) and deep learning (DL) methods for cybersecurity applications. Modi et al. [2013], review containing the machine learning application of  in various areas of intrusion detection and is not limited to cloud security. It focuses on ML and DL technologies for network security and their descriptions.

This review paper is organized as follows: Section 2 describes background and overview of cyber threats and protection mechanism . Section 3, basics of machine learning and significance ,Techniques. Deep learning,significance,Techniques ANN,CNN,RNN,DL working , applications ,difference between ML and DL. Section 4 provides a  comparison of frequently used Machine Learning and Deep learning mechanisms based on different cyber threats and datasets. Section 5 concludes this study and points out the importance of various DL models which producing much better outcomes as compare to ML techniques  in cyber space.

2. Background
A hostile, unauthorised third-party system or web access is known as a cyberattack. Its objective is to steal or remove private information from a computer network, computer system, or mobile device. This cyberattack's perpetrator is known to as a hacker. A collection of policies, practises, instruments, and protocols known as "cyber security" work together to protect the integrity, availability, and confidentiality of computers, networks, applications, and data from breach. 
2.1 Cyber Threats:
In today's dynamic threat environment, enterprises must constantly guard against sophisticated and proactive cyber threats. Cyber attackers and criminals are more prepared, resourceful, and competent than ever [33]. Zero-day exploits are attacks that have never been observed before but are typically variations of well-known techniques. Colonization of attack methods, which permits rapid distribution without requiring understanding of how to construct exploits, aggravates the problem. The configuration and implementation of a system and network have internal and inherent defects that result in vulnerabilities, making them susceptible to dangers and cyberattacks.
Fig.-1: Type of threats frequently occurred beyond 2019Cyber Attacks beyond 2019

[image: TOGAF 9.2 ADM Phases (1)]
 2.2 Attacks Protection Mechanism 
Traditional, well-known security methods like firewalls, access controls, encryption techniques, and cryptography systems are a few examples that might not be as effective as required in the cyber company today. We discussed some of the AI and ML-based defences that must be in place to lessen the likelihood of such attacks.Protection techniques like a multifaceted strategy, add-ons that prevent phishing, regular password rotation, Do not disregard updates, Use NGAV products. Employ specialised tools like DNSFilter, Zscaler, and TunnelGuard. All network devices, and including cloud-based infrastructure, should have their CPU utilisation monitored. Choose a web browser that prioritises privacy and security, install an ad blocker, Authenticate with several factors (MFA), Use an intrusion prevention system to monitor your connection for suspicious activity and to block any packets using spoof addresses. Network monitoring, strong access controls, good password hygiene, network monitoring system, strong access controls, and every other solution, Use a secure password, modify your router's default settings, and disconnect any IoT devices. Threat detection systems with AI capabilities can foresee new assaults and alert administrators to any data breach, With the agile methodology, more secure software may be built in all areas. using cloud-based software from Google or Microsoft Observe new, rigorous guidelines Moreover, the Global Data Protection Regulation .
3  Machine learning & Significance 
The AI-based solutions outperform conventional ones according to Sarkar et al [2022] when it comes to spotting and responding to assaults in terms of error rate effectiveness and response to a cyber attack the AI-based approach exceeds conventional threat-detecting techniques these systems are more accurate than conventional systems at both detecting and retaliating to an attack. It’s solutions save the time needed for defect analysis flaw correction and patching by reducing the number of false positives and error rates according to Mirlekar et al [2022].
Machine learning is currently the best alternative due to the development analysis and implementation process that results in the establishment of a systematic approach and is connected to the area of datasets.Due to the use of datasets, or Big Data, devices are able to solve complicated problems. This provides the opportunity to examine any correlations between two or more separate occurrences, to draw attention to them, and to predict the various effects of such correlations. Models may self-adapt when exposed to fresh data, which is an exciting aspect of machine learning's iterative nature. To provide precise, repeatable judgement and results, they leverage knowledge from past computations. The application of ML approaches and AI technologies is expanding significantly in many spheres of modern life, including finance, banking, and healthcare. For instance, in the manufacturing, healthcare, and, particularly, cyber threat sectors.Yet many improvements are still required for better and more accurate findings. In order to overcome these security challenges, academics are putting a lot of effort into developing fully automated security solutions. The use of automated machine learning algorithms to recognize new and previously unidentified cyber threats is one of the best and most efficient strategies currently being used. 
The goal of this article is to assess the most important machine learning and deep learning techniques used in cyber security and to pinpoint the method's expanding popularity. The use of machine learning techniques, such as intrusion detection, virus detection, spam detection, and traffic analysis, to discover and classify risks on networks and smart devices has been briefly addressed here. In reality, the quality and source of the data, as well as the effectiveness of the learning algorithms, are frequently determined by how effectively and efficiently a machine learning solution is produced. Various learning algorithms have distinct objectives, and depending on the peculiarities of the data, even the results of several learning algorithms in the same category can differ. Therefore, it is crucial to comprehend the fundamentals underlying different ML algorithms and how they can be used in a variety of real life situations, including such IoT systems, cyber security services, recommended systems, navigation systems, healthcare, COVID-19, situational systems, agriculture, and many more.

3.1  Machine Learning Techniques
Machine learning models come in numerous types. In this study, we try to explain each model which giving us clear instructions. Machine learning can analyse millions of data sets quickly to look for trends. Despite the fact that machine learning's basics are well understood, there is little practical understanding of the many machine learning models. The building of analytical models is accelerated by specialists using this way of data analysis. According to Hamis et.al.[2020], ML systems are continuously evolving, learning from data, spotting trends, and offering insightful information with little help from humans. The applications and programme that organizations utilize for their technical endeavors are built on algorithms and models.The classification of main models can be done using any one of four fundamental methods. In addition to the best examples of machine learning models, this paper will show the many methodologies utilized in machine learning development as well as the algorithms that make it possible to run applications for extracting insights from data. ML approaches are critical for the early identification and forecasting of various attacks in a number of cyber security sectors, including spam classification and malware detection. IDS, fraud detection, deep websites, among many more. Hybrid methods make up the majority of ML/DL techniques now in use, and they offer improved detection outcomes. Hybrid detection, according to Geetha et al. [2021], reduces false positives for unidentified attacks while increasing the frequency with which recognized incursions are found.

Researchers use several commonly used datasets for a variety of reasons in the fields of data science, artificial intelligence, machine learning, and deep learning. Such as, cyber security datasets such as NSL-KDD [13], ADFA data [98],ISCX'12 [4], CICDDoS2019 [5], Bot-IoT [10], UNSW-NB15 [12], etc., smart phone datasets such as phone call logs [14, 15], mobile phone notification logs [11],SMS Log, mobile application usages logs [16] [17], etc., IoT data [18, 25, 22], health data such as heart disease [20] , diabetes mellitus [21, 32], COVID-19 [30, 26], agriculture and e-commerce data [27, 28],etc. Several more application domains include UNSW-NB15, ISCX-2012, CSE-CIC IDS-2018, and CIDDS-0018[45]. The datasets could fall under any of the following categories, and its characteristics could change depending on the application it is utilized for in the real world.
Fig.-2: Various types of machine learning methods.
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To create data-driven systems, machine learning algorithms provide methodologies including classifications, regression, data clusters, feature extraction, and dimensionality reduction.Khadse et. al.[2018] state that, Deep learning started to take shape when the artificial neural network (ANN), a member of an extended group of machine learning techniques, was utilized to analyse data effectively. Choosing a learning algorithm that really is suitable for the intended application in a specific area might therefore be difficult. About this, we provide a detailed explanation of the strategies to lessen the difficulties.

3.2 Deep Learning and significance
In Deep Learning ,artificial neural networks are used to carry out complex calculations on vast volumes of data. Deep learning is a type of artificial intelligence that is based on the structure and operation of the human brain.Machines are trained using deep learning algorithms by learning from examples. Deep learning is frequently used in sectors like healthcare, e Commerce, entertainment, and advertising.
The input, hidden, and output layers make up the three layers of the three-layered neural network. The output data in the output layer is produced when the data collected is applied to the input layer. All calculations and "hidden" duties must be completed by the hidden layer.A neural network design or a set of labeled data with numerous layers can both be used to train deep learning models. They occasionally perform better than human beings. These architectures remove the need for manual feature extraction by learning features directly from the data.
The various deep learning methods include Radial Function Networks, Multi-layer Perceptrons, Self Organizing Maps, Convolutional Neural Networks, and many others. The architectures of these algorithms are modelled after the operations of the neurons in the human brain.Recent years have seen a great advancement in deep learning because of the strong perceptive capacity. It is frequently employed in many different disciplines, including computer vision and natural language processing,Young et. al, [2018].Deep learning has shown strong information extraction and processing capability in comparison to conventional machine learning techniques, but it also needs a lot of computing power.
Sriram et. al. [2020] Deep learning offers sophisticated cyber security solutions to IoT devices and smart city applications. The platform for detecting botnets gathers network traffic flows, transforms them into connection records, and employs a DL model to find assaults coming from infected IoT devices. Using well-known and recently released benchmark data sets, numerous tests are carried out to find the best DL model. To further comprehend the datasets' features, visualization is used.

3.2 Deep LearningTechniques
Deep learning has been successfully employed in numerous domains, including computer vision (CV), natural language processing , and artificial intelligence (AI), LeCun et. al.[2015].The innovations in deep learning have substantially increased the applications of computing in many contexts, including performance, efficacy, and management.In this section, we introduce some typical deep learning 
models that are widely used for edge computing applications, including restricted Boltzmann machine (RBM), autoencoder (AE),  convolutional neural network (CNN), deep neural network (DNN), recurrent neural network (RNN), and deep reinforcement learning (DRL). The basic architectures of these learning models are given below
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Table. 1:Application developed using deep learning models:

	Field
	Application
	Research’s Name
	Model
	Purpose

	Smart Multimedia
	Video Analytics
	Ren et al. [2018]
	R-CNN
	An objection detection architecture  usingfFaster R-CNN for objection detection.

	
	
	Liu et al. [2017]
	CNN
	Used for visual food recognition algorithms .

	
	
	DeepDecision [2018]
	CNN,Yolo
	An distributed infrastructure , to improve Yolo with higher frame rate and accuracy.

	
	
	Nikouei et al. [2016]
	L-CNN
	 L-CNN model for resource-constrained devices with reduced fifilter numbers 

	
	Adaptive Streaming
	Grazia [2017]
	RBM, Liner Classififier
	Integrating RMB and liner classififier for simulta neous video transmission among guarantees for all user.

	
	
	Wang et al. [2019]
	DRL
	To leverages DRL to intelligently assign user to proper edge servers.

	
	Caching
	Li et al. [2013]
	ARIMA, MLR,kNN
	Using ARIMA,MLP, and kNN to evolution of patterns of video propagation and popularity.

	
	
	Zhang et al. [2019]
	LSTM-C
	To learn to content popularity by use of  caching framework based on  LSTM-C for  better outcome then before.

	
	
	Zhu et al. [2018]
	DRL
	"Leverage DRL to automatically learn an end-to-end caching policy. "

	
	
	Jiang et al. [2019]
	MADRL
	Create the D2D caching problem as a multi-agent MAB problem and 
developing a multi-agent DRL solution.

	 Smart Transportation
	Traffific Signal Control
	Chu et al. [2019]
	MA2C
	A novel multi-agent actor-critic (MA2C) approach to combine the traffific features for smart and robostic  control.

	
	Autonomous Driving
	SqueezeDet [2017]
	CNN
	"A careful designed CNN for objection with reduced model size."

	
	
	Chen et al. [2016]
	CNN
	Monocular 3D object detection method based on the fact that objects should be on the ground-plane

	
	
	MV3D [2017]
	Fusion VGG
	"A multi-view 3D deep learning network that takes both LIDAR point and camera images as a fusion input."

	
	
	Bojarski et al. [2016]
	CNN
	"An end-to-end learning architecture that directly mapped the raw pixels from a single front-facing camera to the steering commands"

	
	Traffific Analysis and Prediction
	Polson et al. [2017]
	DNN
	"Leveraging deep neural network to mine the short term characteristics of the traffific situation for traffific prediction."

	
	
	Lv et al. [2014]
	SAE
	"Leverage a stacked autoencoder (SAE) to learn the generic traffific features from the historical data."

	
	
	Koesdwiady et al. [2016]
	DBN
	"Expact the impact of weather on traffific situation and incorporat the weather information into a deep belief network."

	
	
	DeepTransport [2016]
	LSTM
	LSTM model for prediction that consider the mobility analysis at the citywide scale  

	
	
	Yao et al. [2019]
	CNN,LSTM
	"Revisit the spatiotemporal relationships in traffific pattern and propose a novel spatial temporal dynamic network (STDN) based on CNN and LSTM for prediction."

	 Smart City
	Smart Grid
	He et al. [2017]
	DBN,RBM
	"A deep learning based mechanism that integrates DBN and RBM to detect the attack behavior of false data injection in realtime."

	
	
	Yan et al. [2016]
	RL
	"A reinforcement learning-based approach to identify critical attack sequences with consideration of physical system behaviors."

	
	
	Shi et al. [2017]
	RNN
	A novel pooling-based RNN network to forecast the household load addressing the over-fifitting issue.

	
	Smart Home
	Dhakal et al. [2017]
	kNN,DNN
	Develop an automated home/business monitoring system on NFV edge servers performing online learning on streaming data from home.

	
	
	Wang et al. [2018]
	CNN,LSTM
	a combined CNN and LSTM to recognize different gestures and activities

	
	Smart Building
	Zheng et al. [2018], [2019]
	Multi-task Learning
	"To predict the performance of a chiller and strike balance between electricity consumption and real-world deployment."

	
	
	Thokala [2018]
	SVM,RNN
	"Consider the heterogeneity in the electrical load and propose to use both SVM and partial RNN to forecast future load."

	Smart Industry
	Smart Manufacturing
	Li et al. [2018]
	CNN
	"Model that offlfloads computation burden to the fog nodes and a CNN-based model with an early-exit design for accurate inspection."

	
	
	Zhao et al. [2017]
	CNN, bi-LSTM
	"A system that combined CNN and bi-directional LSTM for machine health monitoring."

	
	Smart Industrial Analysis
	Wu et al. [2018]
	vanilla LSTM
	A remaining life prediction for engineered system using vanilla LSTM neural networks

	
	
	Wang et al. [2018]
	DNN
	"A DNN-based architecture to accurately predict the remaining energy and remaining lifetime of batteries, which further enables an informed power"



3.3 Difference between Machine and deep learning

The link between machine learning, deep learning, and artificial intelligence is a complex one (AI). According to  Smith et. al. [2017], new technical science called artificial intelligence (AI) researches and creates concepts, procedures, methods, and software tools that mimic, enhance, and extend human intelligence.Robotics, computer vision, natural language processing, and expert systems are all being studied in this field. 
The ability of artificial intelligence (AI) to mimic human consciousness and thought. AI is not human intelligence, notwithstanding the possibility that it is more intelligent than humans.In this section,we highlight the main different between machine learning and deep learning approaches. 
  Table. 2: Difference between Machine Learning and deep learning  

	S.NO.
	Keys
	Machine Learning
	Deep Learning

	1
	Data 
	Performs good with small or medium datasets
	Large datasets

	2
	Training Time
	Short
	Long 

	3
	Hardware 
	Can work with CPU
	Required GPU/significant computing power

	4
	Approach 
	Required Structured data
	Do not required structured data

	5
	Processing Time
	Takes seconds to hours
	Take weeks

	6
	 Intervention
	Required human intervention for mistakes
	Do not required human intervention for mistakes

	7
	Detection and Depiction of Algorithms
	The algorithms for assessing the specified variables available in data sets are discovered and examined by various data analysts.
	When deep learning algorithms reach production, they are essentially self-depicted on data analysis.

	8
	Process of Evolution
	Machine learning is the next step in the evolution of artificial intelligence.
	Deep learning develops from machine learning. Deep learning, to put it another way, refers to how deep/ detailed machine learning can get.

	9
	Output
	Numerical value like a score or a classification
	Can be of different form a score,an element,sound or free text etc.

	10
	Uses
	Forecasting,predicting and other simple application
	Complex application like autonomous vehicles,face recognition,colorization of black & white images.


 “The estimated value of the global market in 2027 is $117.19 billion. Machine learning is being embraced at a rapid rate due to its enormous potential to impact enterprises all around the world.”
3.4 Performance Comparison of  Machine Learning and Deep learning mechanism 
Kilincer et.al.[2021],Internet usage is growing, and with it come security issues. Because of the security flaws in the systems, malicious software can interfere with system functionality and compromise data confidentiality. Artificial intelligence-based techniques have been more often used to create IDS systems.Details study on use of  machine learning , Supervised Learning algorithm and mechanism used to detect and  minimized  the attack in various domains [43] to [97].
3.2.1 Performance Comparison of  Supervised Learning mechanism applied in Cyber security
	S.No
	Author's Name
	Objectives
	Dataset Source
	Mechanism
	Result /Accuracy %

	1
	Ye et al. (2020)
	Malware Detection

	Comodo Cloud, Security Center 

	Multilayer restricted Boltzmann machines.
	97.9%


	2
	Thudumu et al. (2020)
M. Hassan et. al. (2020)
Jain et. al. (2019)
	To detect IDS in big data set
Anomaly IDS model
	UNS WNB15



	CNN, WDLSTM
Hybride method
	97.1%
87.7%

	3
	AchiniAdikari et. al.(2021)
	To generate actionable insights of strategic value from this data-driven paradigm in an evidence-based study
	Australian tertiary education sector
	Information models Data-driven paradigm, S-D logic,NLP technique
	It provide fresh perspectives and new thinking that advances social media as an emergent information asset for end-to-end open innovation and incremental value co-creation.

	4
	Harikumar et. al.(2021)
	Impact of machine learning and artificial intelligence applications in agriculture, healthcare, management, and social studies.
	management sector,agriculture sector ,food sector
	Deep Learning
	To improve crop production, disease prediction, continuous monitoring, efficient
supply chain management, operational efficiency, and water
waste,  and the search for new ways to reach
and serve society.

	5
	PauricBannigan et. al.(2021)
	To aid in the development of various types of drug formulations by using ML based tools.
	Defense Advanced  Projects in Research
	Generative models, Bayesian deep learning, reinforcement learning,
	ML help in gaining momentum in drug discovery and chemistry and have potential in drug formulation development . 

	6
	Mhasawade, et al. (2021)
	To achieve health equity 
	National Health and Nutrition Examination Survey (NHANES) or the Demographic and Health Surveys programme (DHS). 
	dynamics modelling approaches or agent-based  models,algorithmic fairness approaches
	It improving health for all populations amidst shifting climates, priorities and data. 

	7
	Mineto Tsukada et al. (2021)
	To identify anomalies by learning the distribution of normal data.
	public classification datasets
	ONLAD Core,Backpropagation neural networks
	The training latency faster than the other software implementations and the runtime power consumption lower than them.

	8
	Dong-Hoon et. al. (2020)
	The decision boundary-based Anomaly detection model using improved AnoGAN from ECG data.
	ECG data[53]
	GAN -Neural Network
	94.00%

	9
	Hasan et. al.   (2019)
	The efficiency of many machine learning models has been carefully compared to predict attacks and anomalise on Iot networks.
	NSL-KDD,Real Traffic,DS2OS
	LR, DT, RF, SVM, and ANN.
	Random Forest has recorded the best accuracy 99.4%[57]

	10
	Elmrabit et al. (2020)
	detection of anomalous activities that could be indicative of cyber attacks
	CICIDS-2017, UNSW-NB15, ICS Cyberattack
	LR, GNB, Simple RNN, GRU, CNN-LTSM, CNN, RF, AdaB, DT, KNN, LSTM, DNN
	Random Forest (RF) algorithm achieves the best performance, which is 99.9 % for the CICIDS-2017 dataset

	11
	Aysa et al., (2020)
	Detect Attack and Anomaly in IoT devices.
	Normal and abnormal data from UCI collected from three IoT devices
	Decision Tree, SVM, Neural Network, Random Forest
	The merger between random forest and decision tree provided high accuracy.

	12
	Lalwani et al.  (2021)
	the possibilities to predict customer churn has increased significantly in telecom industry
	telecommunication data-set
	Adaboost and XGboost Classifier, gravitational search algorithm
	81.71% and 80.8%

	13
	Stoian et al. (2020)
	Anomaly Detections and Attacks in IoT Networks.
	IoT-23
	RF, NB, MLP, SVM, and AdaBoost
	The RF algorithm has obtained the best results with 99.5% accuracy.

	14
	Alsamiri et al. (2019)
	Detecting IoT attacks quickly
	Bot-IoT
	Naïve Bayes, RF, ID3, Adaboost, MLP, QDA and KNN.
	The accuracy for the used ML algorithms was Naïve Bayes was 0.77; the Random Forest was 0.97, ID3 was 0.97; Adaboost had 0.97, MLP was 0.83, QDA was 0.86, and KNN was 0.99.

	15
	Dávid Markovics et. al.(2022)
	The effects of the predictor selection and the benefits of the hyperparameter tuning are also evaluated.
	2 years data of 16 Hungarian ground-mounted PV plants and evaluated by five commonly used verification metrics.
	kernel ridge regression and multilayer perceptron
	results revealed that calculated data to the predictors as the Sun position angles have significantly enhanced the accuracy of the power predictions.

	16
	Shahriar Akter et. al. (2022)
	To transforms marketing from automatic detection and verification of a face or an individual’s voice commands for Internet of Things devices to the real-time navigation of a self-driving car.
	Stock market dataset
	Algorithmic bias in machine learning (ML) based marketing models.
	Since algorithmic bias research is at a nascent stage in marketing, the proposed framework of our study provides the foundation for future investigation and extends this line of research by discussing its implications for customers, firms and other stakeholders.

	17
	Sarkar et. al. (2021)
	For the prediction of the freshness of Amla samples. 
	analysis is based on images captured on smart phone only
	ANN
	96.50%

	18
	Zengri Zeng et. al. (2021)
	algorithms for network intrusion detection based on ML or feature selection are on the basis of spurious correlation between features and cyberattacks, causing several wrong classifications.
	CICIDS19, UNSW-NB15, and NSL-KDD datasets 
	Novel network intrusion detection system (NIDS) based on causal ML.
	(CRFS algorithm) 94%

	19
	 Jiechen et. al. (2022)
	The time series of China’s monthly power generation as the analysis object and forecasts the economic benefits by constructing the fusion prediction model.
	China's power generation
	EEMD-ADAM-GRU model
	Reduced by 16.16%, 20.55%, 12.10%, 17.97% and 7.95%

	20
	Z. Chkirbene et. al. (2020)
	Impliment on IoT Apps.
	NSL-KDD
	DNN 
	DNN type- anomaly 98% and for other attack types 97%

	21
	  Das and T. H. Morrisovet. al. (2018)
	Application to detect cyber-attacks
	MOD BUS
	NB, DT J48, OneR, ANN DBSCAN
	DT J48 algorithm performs 0.995 better performance 

	22
	Merna et. al. (2020)
J. Kim et. al. (2016)
Nadeem et al. (2016)
Zhao et al.(2017)

	IDS detection
To achieve good accuracy with only a small number of labeled samples
large amount of redundant information, large amount of data, long training time, and ease of falling into a local optimum in IDS

	KDD Cup 1999
	KNN,SVM, and pdAPSO  ,CNN ,
ANN
Deep belief network (DBN) and probabilistic neural network  
	99.3%
99.1%
99.1%

	23
	Tan et al (2017)
	Developed a DBN-based ad hoc network intrusion detection model conduct a simulation experiment on the NS2 platform.

	Mixed dataset
	DBN detection method 
	97.9%

	24
	Yin et al. (2017)
	intrusion detection (RNN-IDS) based on a cyclic neural network
	NDL-KNN
	RNN 
	99.53% and 81.29%

	25
	Padmavathi et. al. (2022)
	Mobile malware detection.
	CICMalDroid 2020
	K-means
	88%

	26
	Hamdi et. al. (2020)
	Automatically classify age, gender, and ethnicity from a person's face image
	UTKFace
	CNN
	80.46 %

	27
	 Geetha et. al. (2021)
	Efficient Android malware detection models
	Mixed data
	Random Forest eclipsed deep neural network
	99.6%

	28
	 Vikas et. al. (2021)
	De-LADY an obfuscation resilient approach
	13533 applications
	Deep Learning based Android malware detection using Dynamic features
	98.08%


Conclusion: 
Machine learning methods have become the most important part of the current cyber environment, particularly for cybersecurity. Machine learning techniques are used by both the defending and attacking teams. The attacking side of the firewall and security system uses algorithms and machine learning methods to get around and avoid them. These techniques help security experts defend against security breaches and illicit security system penetration. In this study, machine learning approaches are evaluated and contrasted in order to pinpoint cybersecurity issues.Viruses, spam, and intrusions are the three main internet dangers that we have considered. Deep belief network, decision tree, naïve bayes, random forest,regression  and support vector machine are some of the machine learning models that we have contrasted. We have compared these models once more on different cyber threat sub-domains. There is a distinct collection of sub-domains for each cyber threat. Anomaly-based, signature-based, and hybrid-based are the sub-domains of intrusion detection. Static detection, dynamic detection, or hybrid detection are the sub-domains for malware detection. Sub-domains for spam are the mechanism through which the models are deployed in order to categories spam such as photographs, videos, emails, SMS, or calls.
Additionally, strong and optimized  models for machine learning /deep learning are needed to handle hostile inputs. Focus should be placed on training the model under hostile circumstances in order to create models that are resilient against hostile inputs. Despite the fact that we have looked at machine learning models for detecting cybersecurity threats based on multiple datasets, we nevertheless advise a researcher who is new to the subject to thoroughly research the extensive bibliography provided in this research article. Further ML and DL techniques used to thwart numerous additional cybersecurity threats will be examined in future study. We will evaluate the machine learning models used in different cybersecurity fields, such as the Internet of Things, smart cities, API-based methods, cellular networks, and distributed generation.
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