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ABSTRACT: Shortness of breath, wheezing, and frequently fatal attacks are symptoms of asthma, a lung condition brought on by airway blockage and inflammation. Asthma sufferers must be ready to anticipate severe exacerbations brought on by uncontrolled asthma. As a result, a framework that can precisely predict whether a patient will develop asthma is needed. In this study, an efficient mechanism for predicting asthma disease was devised by mining the data included in patients' prior health records. We make use of machine learning algorithms to illustrate the results. Four machine learning classification algorithms, KNN, ANN, SVM, and linear regression, were used in these trials to predict asthma disease at an early stage. Many measures are used to evaluate the effectiveness of all four models. The proportion of cases that are correctly and incorrectly classified serves as a gauge of a classification system's accuracy. The outcomes of the tests show that SVM approaches have the greatest accuracy. The experiment results are displayed using MATLAB software.
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1.INTRODUCTION
DUE to the environment, climate, man's lifestyle, and the public's growing danger, the load on health is growing and the globe is changing every day. 56 million people passed away in 2015, with 68 percent of them dying gradually. On the top ten list, two lung ailments are mentioned. We shall focus on this essay on lung disease based on asthma prediction because lung problems are the main cause of death. "When you breathe, oxygen travels from your lungs into your bloodstream. Your body's cells function and need oxygen to develop. On average, people breathe about 23,000 times every day. Those with lung conditions have occasionally had trouble breathing. Millions of Americans are afflicted by lung disease. The third most common cause of mortality in the US is often lung problems. Lung diseases include, but are not limited to, COPD, influenza, pneumonia, TB, lung cancer, and other respiratory issues. Certain lungs can make you feel uncomfortable while you're breathing.
As a result of recent improvements in computer operations and the quick rise of "big data," artificial intelligence (AI) and machine learning (ML) technologies, as well as their applications in other fields like medicine, have advanced significantly. Medical data is difficult to obtain, manage, and process using conventional methods in a

timely manner since the datasets are big, they are frequently updated, and the data comes in a variety of forms. Instead, by using data from imaging, genomic, proteomic, and electronic health records (EHRs), AI/ML can be used to extract new knowledge. This research has led to substantial advancements in the use of AI/ML in medicine, notably in medical imaging, where the techniques are used to improve diagnostic efficiency and accuracy as well as diagnose diseases more quickly. Genomic data is a significant new source of highly sophisticated medical knowledge. Recent studies have demonstrated that employing AI/ML technology, comprehensive genetic data analysis can advance precision medicine for the benefit of patients.
Although the most common use of AI/ML in respiratory disorders is chest imaging, notably for the screening and identification of lung nodules, the use of these technologies in chronic airway diseases is growing in popularity. The maximum system accuracy is offered by the suggested approach, the support vector machine. It works effectively when there is a distinct contrast between classes, and it performs especially well in high-dimensional environments. When there are more dimensions than samples, the method is quite capable of making accurate predictions quickly. Only a little amount of memory will be used by the support vector machine.
Lung airways that are swollen and inflamed are the primary cause of asthma. These pulmonary veins, which are also known as airways, allow air to enter and leave the lungs. Someone with asthma always has inflamed airways. The issue originates from their increased swelling, which causes a tight covering to grow across these  airways. It

makes it challenging for the lungs to breathe in and out. Wheezing, coughing, tightness in the chest, and shortness of breath ensue as a result [6]. Most asthmatics link the beginning of all of these symptoms to physical exertion. A doctor's treatment plan can help keep these symptoms under control before and after physical activity, which is a crucial component of maintaining health. The most common reasons for hospitalization, emergency care, and a decrease in the patient's quality of life are asthma flare-ups and improper management of the illness. After a few years of subpar control of emergency care and hospitalization, irreversible lung blockage following primary care may occasionally be examined from a variety of perspectives from associated databases, such as the sort of medicine administered. In order to assess these cases, these databases are preserved and analyzed, especially in light of whether or not hospital aid helped in emergence management.
II. [bookmark: II._LITERATURE_REVIEW:]LITERATURE REVIEW:
Almir Badnjevic et al., [1] “An Expert Diagnostic System to Automatically Identify Asthma and Chronic Obstructive Pulmonary Disease in Clinical Settings”. Based on measurements of lung function and information about the patient's symptoms, we built an expert diagnosis system that can distinguish between patients with asthma, COPD, and normal lung function. Data from 3657 patients were utilized to construct accurate classification algorithms, which were then independently confirmed using data from 1650 patients collected over a two- year period. With a sensitivity of 96.45 percent and a specificity of 98.71 percent, our findings show that the expert diagnostic system can properly identify individuals with asthma a nd C O P D . Furthermore, 98.71

percent of patients with normal lung function were accurately categorized, resulting in a
49.23 percent reduction in the necessity for additional testing and, as a result, a reduction in financial costs. Dimitris Spathis et., [2] “Diagnosing asthma and chronic obstructive pulmonary disease with machine learning”. This research looks into clinical decision support systems in healthcare, specifically in regards to the prevention, diagnosis, and treatment of respiratory disorders as asthma and chronic obstructive lung disease. The objective of this empirical pulmonology study of a representative sample (n = 132) is to determine the primary factors that influence the diagnosis of these disorders. The Random Forest classifier surpasses previous algorithms with 97.7% precision in the case of chronic obstructive pulmonary disease, with smoking, forced expiratory volume 1, age, and forced vital capacity being the most notable attributes for diagnosis. In the instance of asthma, the Random Forest classifier achieves the highest precision, 80.3 percent, whereas MEF2575 is the most prevalent characteristic. Julie L. Harvey et al., [3] “Machine Learning for Predicting Development of Asthma in Children”. We used predictive algorithms to assess a kid asthma health dataset in this article. These prediction models are built using machine learning classifiers such as Linear Regression, Decision Tree, Random Forest, KNN, and Naive Bayes. The random forest classifier outperformed all other classifiers in terms of prediction accuracy (90.9 percent). The variables are as follows: Difficulty, Sex Asthma is most closely linked to breathing, allergies, and medication. The current study review and model results reported in this work can be used in a clinical context by medical practitioners to make asthma development predictions in children

and to execute early intervention for asthma therapy. Gaurav Pandey et al., [4] “A Nasal Brush based Classifier of Asthma Identified by Machine Learning Analysis of Nasal RNA Sequence Data”. We wanted to find a nasal brush-based mild/moderate asthma classifier. Nasal brushing and RNA sequencing of nasal samples were performed on 190 participants with mild/moderate asthma and controls. An asthma classifier was discovered using a machine learning pipeline that consisted of 90 genes that were interpreted using an L2- regularized logistic regression classification model. This classifier performed well in eight test sets, including (1) an independent test set of asthmatic and control subjects profiled by RNA sequencing (positive and negative predictive values o f 1.00 and 0.96, respectively;		AUC	of		0.994),		(2)	two independent case-control cohorts of asthma profiled by microarray, and (3) five cohorts with other respiratory conditions (allergic rhinitis, upper respiratory infection, cystic fibrosis). This classifier could be evolved into a nasal biomarker of asthma after validation in large, prospective cohorts. Yinhe Feng et al., [5] “Artificial Intelligence and Machine Learning in Chronic Airway Diseases: Focus on	Asthma			and	Chronic			Obstructive Pulmonary		Disease”.	AI		and			machine learning approaches have developed as useful ways for mining and integrating large-scale, heterogeneous   medical   data	for			clinical practice,	and			numerous	AI			and	ML technologies have recently been applied to asthma and COPD. However, just a few techniques have had a considerable impact on clinical practice. We evaluate four elements of AI and ML deployment in asthma and COPD to synthesize existing information and suggest next steps for physicians to use AI and ML tools safely and effectively.
III. [bookmark: III._PROBLEM_IDENTIFICATION]PROBLEM IDENTIFICATION

To evaluate a model's efficacy in predicting the beginning of asthma in a patient, a variety of different classifiers may be and have been utilized. Two classification models that may be used to assess the dataset are KNN and ANN. An effective predictive model is needed to forecast the onset of asthma for a range of health datasets. As it takes a lot of time, money, and effort to complete, machine language analysis of health data is not frequently carried out. To improve the usefulness of children's health data for illness prediction, intervention, and prevention, these weaknesses in present models must be addressed. A prediction model's precision could make up for the system's subpar performance. Analyzing health data may be challenging if data are lacking or there are issues with data gathering. To fix this problem, we created a new method for effectively utilizing the outcomes and enhancing the functionality of the system.
IV. [bookmark: IV._METHODOLOGY]METHODOLOGY
The proposed approach was created to categories the severity of asthma attacks. This system uses the classifiers K-nearest neighbors, Artificial Neural Networks, Linear Regression, and Support Vector Machine. The toolbox is a set of functions based on the MATLAB technical computing platform. Many toolboxes are employed in this work, including Statistics and Machine Learning Toolbox, Curve Fitting Toolbox, and Deep Learning Toolbox. Different machine learning approaches, such as clustering, classification, regression, and visualization, are applied to the dataset using this tool. Finally, datasets are collected, preprocessed, feature extracted, and classified. The performance of these classifiers was assessed, and the results were displayed in the system's tabular column.
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Figure 1: Proposed work
[bookmark: DATASETS_DESCRIPTION]DATASETS DESCRIPTION
The data was gathered from Research Centre Borstel, Biomaterial Bank Nord (Borstel, Germany) for the prediction of asthma and other respiratory problems (i.e., Chronic Obstructive Pulmonary Disease (COPD), Healthy Control, and Respiratory Infection) for a total of 180 patients, and includes gender, smoking, and age. The sample of patient materials was approved by the University of Luebeck's local ethics committee under the approval number AZ16- 167, and all subjects gave their written informed consent. The dielectric evaluation of saliva samples for categorization purposes was performed using a permittivity biosensor produced by IHP Microelectronics (Frankfurt Oder, Germany) ([Web Link]). Different techniques, such as k-Nearest Neighbors, linear regression, artificial neural networks, and the Support vector machine learning methodology, were used to analyze the data. All of the models were used to predict whether the children will acquire asthma, and their accuracy was assessed.

[bookmark: PREPROCESSING]PREPROCESSING
The process of converting raw data into a comprehensible format is known as data preparation. We can't work with raw data; thus this is a key stage in data mining. Before using machine learning or data mining methods, make sure the data is of good quality. To ensure accurate, efficient, or relevant analysis, data may require preprocessing techniques. Methods for locating, deleting, and replacing faulty or missing data are referred to as data cleaning. Local extrema and sudden changes can aid in the detection of major data trends.
[bookmark: FEATURE_EXTRACTION]FEATURE EXTRACTION
Feature extraction is the process of decreasing the number of resources needed to describe a huge set of data. Feature extraction is a broad phrase that refers to strategies for creating combinations of variables to get around these issues while still accurately representing the data. Here, a lot of feature function can be used to show the results.
[image: ]Feature 1: FSCCHI2 is a tool for applying the Chi-2 test to pick univariate features for classification. Make a bar graph of the importance scores for the predictors.


[bookmark: Figure_2_Bar_graph_of_feature_1]Figure 2 Bar graph of feature 1
Feature 2: FSCMRMR Importance of features (predictors) in the MRMR algorithm for classification. Use the minimum redundancy maximum relevance (MRMR) algorithm to rank features for classification. Make a bar graph of the predictors' significance scores. The bar graph of Features 1 is shown in Figure 3.
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Figure 3 Bar graph of Features 2
Feature 3: RELIEFF Using the ReliefF method, the importance of qualities (predictors). ReliefF is a classification technique that uses K nearest neighbors. RELIEFF employs K nearest neighbors per class for categorization. IDX are column indices in X that are ordered by attribute. Make a bar graph of the significance ratings of the predictors. Figure 4 depicts the bar graph of Feature 3
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Figure 4 Bar graph of Features 3
Feature 4: FSULAPLACIAN Features (variables) are important for unsupervised learning with Laplacian scores. For an N-byP matrix X, with one row per observation and one column per feature, A ranks features. Make a bar graph displaying the predictors' significance ratings. The bar graph of Feature 4 is shown in Figure 5.
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[bookmark: Figure_5_bar_graph_of_feature_4]Figure 5 bar graph of feature 4
V. 
TECHNIQUES USED
We employ machine learning techniques as well as many algorithm models to illustrate the results of the asthma illness prediction.
[bookmark: MACHINE_LEARNING]MACHINE LEARNING
Artificial intelligence (AI) is a field of technology that simulates human intellect using computer programmers. ML is an AI technique that trains self-learning and problem-solving skills using statistical methods. Machine learning (ML) in particular employs sophisticated algorithms to analyze enormous amounts of data, find patterns, make predictions without the need of specific scripts, and improve learning as sample sizes increase. The four categories of machine learning technologies are reinforcement learning, unsupervised learning, semi-supervised learning, and supervised learning. Despite the fact that machine learning (ML) technology is quickly developing in the medical field, its use is severely constrained by issues including the availability of data (text, numbers, and pictures), experiments and procedures, and ethical considerations. Major problems, such as flawed model construction and distorted results, might result from incomplete or erroneous data. The imbalance and sparsity of categories in medical data might further impede the adoption of ML. In order to address medical problems, several experiments must be conducted and various machine learning methods should be researched. In order to develop effective,
automated, and objective methods for evaluating highly dimensional and multimodal biological data, machine learning

is a vital technique. Machine learning is important in medical systems.
[bookmark: ALGORITHM_USED]ALGORITHM USED
To display the results, four different types of algorithms are used. This system made use of K-nearest neighbors, Artificial Neural Networks, Linear Regression, and Support Vector Machine Learning techniques.
K-Nearest Neighbor: Classification KNN is a closest-neighbor classification model in which the distance metric and the number of nearest neighbors can both be changed. You can use a Classification KNN classifier to generate resubstituting predictions because it stores training data. Because it does not generalize over data in advance, KNN is slow when there are a lot of observations. Instead, it reads the historical database each time a prediction is needed.
Artificial Neural Networks: An adaptive system that learns by employing interconnected nodes or neurons in a layered structure that resembles a human brain is known as a neural network (also known as an artificial neural network). A neural network may be trained to recognize patterns, classify data, and predict future events by learning from data. The biggest disadvantage is that the training efficiency is reduced.
Linear Regression: Linear regression is a supervised learning machine learning algorithm. It carries out a regression task. Based on independent variables, regression models a goal prediction value. It is mostly utilized in forecasting and determining the link between variables. It's prone to a lot of noise and overfitting.
Support Vector Machine: SVM is a supervised machine learning technique that may be used for both classification and

regression. Though we might also argue regression difficulties, categorization is the best fit. The goal of the SVM algorithm is to find a hyperplane in an N-dimensional space that categorizes data points clearly. The following are some of the benefits of support vector machines: In high dimensional spaces, it works well. When the number of dimensions exceeds the number of samples, the method is still effective.
VI. [bookmark: VI._RESULTS_AND_DISCUSSION]RESULTS AND DISCUSSION
First, the dataset for asthma illness is preprocessed using the MATLAB software, with the training set making up 70% of the dataset and the test set making up 30%. Choose the machine learning algorithms, create a classifier model based on the training data for each algorithm, then test it. When a classifier has been tested, the results show how well it works, and the best classifier may be selected based on a number of criteria, including accuracy, sensitivity, and specificity for the given dataset. Results of experiments are displayed in the system's Tabular column. Table 1 compares all machine learning algorithms to show the results and which method will be more effective in achieving them. Lastly, the findings may be shown using any of the approaches. In summary, the Support Vector Machine is a reliable and effective model that may be used in the system.
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[bookmark: Table_1_shows_the_project's_results.]Table 1 shows the project's results.

VII. CONCLUSION
In this study, we suggested a useful method for anticipating the condition of patients with chronic asthma. The patient's whole data set is trained using different classifiers. We used an open-source machine learning toolset for each of our investigations. The effectiveness of several performance evaluation criteria, such as accuracy, sensitivity, and specificity, has been evaluated. The SVM outperforms with a 99 percent accuracy rate, according to the results. The suggested method, which makes use of machine learning classification algorithms, may be applied in the future to predict other illnesses. The work may be expanded using automated asthma disease analysis and a few more machine learning techniques.
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