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Abstract —  Research suggests that nowadays deepfake technique is widely used to create fake or manipulative videos or audios using AI – based techniques such as deep learning and machine learning. Deepfake creation is a research field that focuses on developing methods to create these fake or manipulated videos. The research in this field typically involves developing algorithms that can distinguish between real and manipulated media, analyzing the artifacts and anomalies that are introduced by the deepfake generation process, and developing new deep learning models that can detect deepfakes in real-time. In this paper we will be focusing on deepfake creation and its different methods.
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I INTRODUCTION

The recent progress in artificial neural network plays an important role in the increase of malicious content on the internet. There are various tools like Faceapp[1] and FakeApp[2] which are used to swap faces realistically. This Allows to alter even the facial gestures of any person. Deepfakes are basically images or videos which are altered or manipulated to harm the reputation of a person so that they appear to spread misinformation about someone or something.
II What is a Neural Network?
A sequence of many simple math operations that can be “trained” to perform a very specific task. It's just a sequence of multiplications and additions that combine numbers on the left and create numbers to the right and that's basically the input and the output the way we adjust those additions and multiplications to create the results is called training and there's a lot of different ways to do training but most of the time in machine learning we are going to have a lot of examples to train that Neural Network. Main principle of a neural network is to be trained on a very very specific task. 
Generative Adversarial Network (GAN)
GAN’s are pretty easy to understand, actually we have two Networks the generator the discriminator which both have a very specific role and they are trained together. We provide just random numbers in the network of generator. Its goal is to generate images as an output. There is like 512 inputs and [the outputs is the number of pixels in your image times three because there's rgnb ] and that creates your image so we want our generator to generate realistic faces ,In the discriminator case we give it an image on the left so as an input it's either a real face or a face that was generated by the generator and the discriminator its only job is to tell whether or not it's a real person.
To train those we have this experiment setup we pick either a real image or a fake image generated by the other network and we give it to the discriminator if the discriminator gets the answer right so if it finds correctly that either it was a real or a deep fake we reward that Network for doing the right thing and if the discriminator gets it wrong we tell the generator good job you manage to fool the discriminator ,so do that more often and it will do that more often so in each kind of game that we are going to play a lot and a lot of games in each of those games only one of those networks wins and they will try to get better than the other one and so by training and just getting a small Edge over the other one over time they will both get better together
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A neural network may implement both components of the GAN architecture, which consists of a generator which generates the deepfake and a discriminator. Using backpropagation, the entire system may be taught, enhancing the capabilities of both networks.
This formula is derived from measure of difference between two probability distribution for a given random variable.
Here E(p(z)) is generated data and E(p(data) is real data
min G max D V(D, G) = Ex∼pdata(x)[log D(x)] + Ez∼pz(z)[log(1 − D(G(z)))]
Training of Generator/ Discriminator
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     D Performance
θd = θd + λ∇θdJ
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G Performance
              θg  = θg + λ∇θgJ
J represents updation
The Generator cannot directly affect  since log(Dx)  is real data, therefore to minimize the loss is 1-D(G(z)
θd is new data and θd on right side of equation is old data θ is weight parameter of neuron
 III Difficulties for training GAN’s
1)Overfitting: that's a very real issue in machine learning is that basically one of your two networks will learn exactly by heart one of the input data set and so well if your discriminator
manages to know all of the images of your training set now you can't fool it anymore because well if that's an image it knows it means that it's a real picture otherwise it means that it's made by the generator
2)Slow Convergence: slow convergence of the networks is due to the computing power because it takes a lot of energy to train a neural network and the longer you have it the more computing power you will need 
3)Mode Collapse: The generator will learn one output it will always output the same thing regardless of the random numbers we provided and it will find one thing that falls the discriminator a hundred percent of the time once the discriminator catches up it will change slightly and find one new face that follows it but basically your generator is pretty much useless because it will just generate one phase over and over. There are ways to overcome that but research on GAN’s is still ongoing and
IV DEEPFAKE CREATION 
Deepfakes are artificial intelligence (AI)-generated films or images that have been altered to make them seem authentic but are wholly artificial. Deepfake creation is the process of using machine learning and artificial intelligence (AI) to modify already-existing photos or videos to create new ones that look authentic. Making a deepfake involves a number of processes. These actions comprise:
Gathering information: The first stage in building a deepfake is gathering information about the subject, such as photos or videos. The deepfake will perform better the more data you have. 
Training the model: After gathering the data, the machine learning model needs to be trained. In order to learn the patterns and characteristics of the person's face or body, algorithms must be used to analyse the data. This data will be used by the model to create new pictures or movies that resemble the original.
After the model has been trained, the next step is to find and align any faces in the photos or videos. To ensure that the deepfake appears realistic and that the facial expressions and body movements correspond to the actual film, this is important.
Feature extraction is the process of recognizing distinctive characteristics of a person's face or body, such as the configuration of their eyes, nose, and mouth. A new, modified version of the person's photograph or video is created using the information provided.
Generation: The model can produce a new, modified version of the image or video once it has memorized the characteristics of the subject's body or face. Here is the location where the deepfake is made.
Post-processing entails improving the deepfake to give it a more realistic appearance. Depending on the image or video, this could entail changing the lighting, color balance, and other elements.
It's vital to remember that while deepfakes can be utilized for entertaining purposes, they can also be employed to produce inaccurate or damaging content. It's critical to utilize them appropriately and to be aware of any possible risks that come along with doing so.  
A) DEEPFAKE USING DEEPLEARNING
Deepfakes are typically created using deep learning techniques, which involve training neural networks to learn patterns in the data and generate new, synthetic versions of the original data.
The initial stage in applying deep learning to construct a deepfake is to gather data about the subject, such as pictures or videos. Then, using these data, a deep learning model is trained to create new, synthetic replicas of the original data that match the features and patterns of the subject's face or body.
To build a deepfake, deep learning is first used to collect data about the subject, such as images or videos. A deep learning model is then trained using these data to generate fresh, synthetic copies of the original data that precisely match the traits and patterns of the subject's face or body.
A GAN is trained to produce a new, modified version of the original data in order to produce a deepfake. The generator uses the input data to create a new version of the data that closely resembles the patterns and physical traits of the subject's face or body. The discriminator evaluates the generator's output, and the generator is updated to produce more accurate data. Until the generated data can no longer be distinguished from the original data, this process is repeated.
The result can be improved and made to appear more realistic using post-processing techniques once the deepfake has been generated. These methods involve modifying the image or video's lighting, colour balance, and other elements.
It's critical to remember that deepfakes can be employed maliciously for things like spreading misinformation or harassing people. It's essential to use them safely and to be knowledgeable about any potential risks involved. 
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B) FACE MANIPULATION BASED DEEPFAKE DETECTION 
The face manipulation deepfake creation process involves using a type of artificial intelligence called a neural network to analyze and replicate the facial features of a person from one video or image onto another.
The process begins with collecting a large dataset of images or videos of the person whose face will be manipulated, as well as images or videos of the target person whose face will be replaced. Then, the neural network is trained on this dataset to learn the unique facial features of the person being manipulated.
Once the neural network is trained, it is used to generate a new video or image that combines the facial features of the person being manipulated with the body or environment of the target person. This can involve adjusting the position, angle, lighting, and other details of the face to make it look more realistic in the new context.
The resulting deepfake video or image can be used for various purposes, such as entertainment, political propaganda, or fraud. However, it is important to note that creating and sharing deepfakes without the consent of the individuals involved can have serious ethical and legal consequences.
C) DEEPFAKE BY BLOCKCHIAN

While deep learning techniques are frequently employed to produce deepfakes, blockchain technology can be utilised to address issues with their veracity and dependability.
Blockchain is a distributed ledger technology that offers a safe and open method of storing and sharing data. It gives customers the ability to confirm the accuracy of data by generating a tamper-evident record of all network transactions. In order to stop the spread of misinformation and deepfakes, it is now possible to confirm the data's legitimacy and source. The creation of a decentralized database of legitimate media is one potential use of blockchain for deepfakes. This may entail using blockchain to build a distributed database of verified pictures and videos that have undergone multiple levels of authentication. Each media file would receive a special identification number that could be used to confirm its legitimacy.
A user must first confirm the validity of an image or video before adding it to the database by using an approach like image or video analysis or a dependable third-party service. The media file would be added to the blockchain database after being verified, and the blockchain would also contain information about its authenticity. By allowing users to check the legitimacy of media files, this blockchain-based system could be used to stop the spread of deepfakes. The system could be integrated into social media platforms, for instance, to confirm the legitimacy of media files before allowing them to be posted.
Additionally, a decentralized reputation system that monitors the trustworthiness of users who upload media files could be developed using blockchain technology. Users would be able to do this to check the legitimacy of the media file's source and get more background information. Although while the use of blockchain technology to deepfakes is still in its infancy, it shows promise as a potential means of preventing the spread of misinformation and deepfakes by offering a reliable and secure method of determining the authenticity of media assets.
D) USE OF PYTHON IN DEEPFAKE CREATION
Python can be used for data collection. There are web scrapping libraries in Python like Beautiful soap which downloads videos and images of celebrities from various social media platforms, websites etc.
After the data collection it can be preprocessed using Libraries like OpenCV to crop and resize the images so that the face of the celebrity can only be visible.
Machine Learning: Python's machine learning libraries like TensorFlow, PyTorch, and Keras can be used to train machine learning algorithms to recognize and generate deepfakes. For example, you can use TensorFlow to train a Generative Adversarial Network (GAN) model to generate realistic deepfakes.
OpenCV can also be used to track facial features. For this the OpenCV's Haar Cascade Classifier is used to detect face which is also proposed in the research paper “Rapid Object Detection using a Boosted Cascade of Simple Features” published in 2001.
Python can also be used to manipulate images and videos. For this Python's image processing library like Pillow can be used to blend 2 faces together and adjust the lighting and shadows to make it more realistic
E) FACE SWAPPING DEEPFAKE CREATION
The face swapping deepfake creation process involves using artificial intelligence to replace the face of person A in a video with the face of person B. A and B being two different people.
The process begins with collecting a large dataset of images or videos of the two people whose faces will be swapped. Then, the neural network is trained on this dataset to learn the unique facial features of both people.
Once the neural network is trained, it is used to analyze the video or image that contains the face to be swapped, and to identify the specific facial features and movements of that person. The neural network then replaces those facial features with the corresponding features of the other person, creating a new video or image in which the face has been swapped.
The resulting deepfake video or image can be used for various purposes, such as entertainment or visual effects in movies.
F) DEEPFAKE VS FACEFILTER APPS

Faceswaps[6] are quick and easy but dont look too convincing on the other hand deepfake are typically trained via deep learning methods i.e essentially you feed an algorithm a ton of images of human faces so the model first learns what the faces are, how they move and what they look at different angles next you would feed images of a specific face that you want to deepfake and it would lern how that face looks and moves you can then superimpose that face onto another person with some and editing and usually the more time you give that algorithm to learn the better the deepfake would be looking face swap filters on the other hand use a geometric face mesh to copy and paste one person face onto another an algorithm recognizes key point on a face and creates a virtual mesh grid on top of it . it can then recognize the same point of two different faces. Swap them with one another and add some bending and feathering to help it match.
V ADVANTAGES OF DEEPFAKE
Despite the fact that deepfakes have a lot of drawbacks, there are some potential benefits to the technology:
Deepfakes can be used in the entertainment and media sectors to produce original motion pictures, television programs, and video games. They could be used, for instance, to produce lifelike performances by actors who have passed away or to produce virtual avatars for live performances.
Education: Deepfakes can be used to make educational content that is more interactive and engaging, like virtual lectures or simulations.
Deepfakes can be used to create more individualized and targeted marketing campaigns in the advertising industry. For instance, a celebrity deepfake could be used to promote a good or service.
VI DISADVANTAGE OF DEEPFAKE

Deepfakes may have certain benefits, but there are a number of drawbacks and issues to be aware of as well:
Deepfakes may be used to propagate misinformation and deception, which can have detrimental effects on both people and society at large. Deepfakes, for instance, can be used to sway public opinion or disseminate misleading information about political candidates. Deepfakes can be used to commit fraud, such as creating fake IDs or manipulating financial data.
Deepfakes can be used to make fake photographs or videos of people without their permission, which might have major privacy consequences. Deepfakes, for example, can be used to make non-consensual pornography. Legal and Ethical Concerns: The use of deepfakes poses a number of legal and ethical questions, including worries about copyright and ownership, as well as permission and the possibility for misuse.
Limits of Technology: While deepfakes have made great development in recent years, the technology still has limitations. Deepfakes, for example, may still appear unnatural or have other visual faults that make them simple to detect as fake.
Deepfakes can be used in cyberattacks, such as the fabrication of fake security footage or other types of false evidence. While adopting or creating deepfake technology, it is critical to examine these downsides and concerns, and to take efforts to limit the technology's possible negative repercussions. Deepfakes must be used carefully and with prudence.
VII  FUTURE OF DEEPFAKE
Enhanced realism: Deepfake technology is predicted to advance further, with AI algorithms that can create fakes that are even more convincing and lifelike. This might result in more convincing frauds, con games, and cyber-attacks.
Deepfake technology might be used to produce more lifelike special effects in films and television shows, making it simpler and less expensive to generate realistic situations that would have been challenging or expensive to film. Propaganda usage will rise as a result of deepfake technology, which may be used to make highly convincingly fake movies or audio recordings of politicians or other famous people in order to disseminate propaganda or sway public opinion.
Governments and tech firms may impose more rules as deepfake technology spreads. These regulations would aim to stop deepfake technology from being abused. This could include regulations requiring disclosure when deepfake technology has been used to alter a video or audio recording. Deepfake technology is expected to have an exciting and difficult future, with new opportunities and concerns appearing as the technology advances.
VIII CONCLUSION

As viewing them no longer equates to believing in them, deepfakes have started to weaken people's faith in media material. They may distress those who are the target, have 13 detrimental impacts, intensify hate speech and disinformation, and even heighten political unrest, incite public rage, or even start a war. This is especially important today because social media platforms can swiftly propagate bogus news and deepfake creation technologies are becoming more accessible.
This study gives a thorough discussion of the issues, proposed trends, and future in this field as well as a thorough overview of deepfake creation. The Artificial Intelligence research community will benefit from this study in order to create efficient strategies for combating deepfakes.
IX Literature Review
OVERVIEW AND SCOPE OF PEOJECT
Studied Literatures
1) Deep Learning for Deepfakes Creation and Detection: A Survey 
2) Face Forensics++: Learning to Detect Manipulated Facial Images
The main purpose of studying deepfake creation is to understand its potential dangers and to develop methods for detecting and preventing the spread of fake content. This field involves various disciplines, such as computer science, psychology, and media studies, as well as legal and ethical considerations.
The scope of deepfake creation includes various techniques, such as face swapping and voice synthesis, as well as the impact on society, politics, and the media. Understanding deepfake creation is important in the fight against disinformation and protecting the integrity of information in the digital age.
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