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Abstract - The detection of oil spills in water is a frequently researched area, but most of the research is based on very large patches of crude oil on offshore areas. The present novel framework is detecting oil spills inside a port environment, using the convolutional neural network algorithm the framework is split into a training part and an operational part. In the training part, the present process can automatically annotating RGB images and matching them with the IR images in order to create a dataset. The infrared imaging camera is crucial to be able to detect oil spills during nighttime, using various features and architectures are tested in the training process to find the best combination for the convolution neural network(CNN) algorithm. In the operational part, a real-time, onboard unmanned aerial vehicle(UAV) oil spill detection method is proposed using the pre-trained network and a low power interference device. This framework shows promise for quickly and accurately detecting oil spills in port environments, helping to minimize their impact on the environment.
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1. INTRODUCTION
Large oil spills, such as the Gulf War oil spill (1991), The Kolva River spill, and more recent The Deep water Horizon accident is disastrous for the environment. The oil spill events are featured prominently in the media, but most oil spills are smaller (less than 700 tons of oil) and they occur in, or near, ports. According to the latest oil tanker spill statistics report, 66 percent of the registered oil spill is medium size (7–700 tones) and 53 percent of those oil spills occur inside a port. The current method of identification is based on coincidence. When a port authority inspector   notices an oil spill, they notify their superior and the cleaning company is noticed.  Oil is an ancient fossil fuel which is used to heat our homes, generate electricity, and power large sectors of the economy. But when oil accidentally spills into the ocean, it can cause big problems. Oil spills can harm sea creatures, ruin a day at the beach, and make seafood unsafe to eat. It takes sound science to clean up the oil, measure the impacts of pollution, and help the ocean recover. Oil spills can be caused by human error, natural disasters, technical failures or deliberate releases. It is estimated that 30-50 percent of all oil. 

Accidental oil spills are in the focus of the literature, although some of the largest oil spills ever recorded, the Gulf War Oil Spills (sea based) and Kuwaiti oil fires (land based) were deliberate acts of war. The causes of oil spills identify vulnerable points in oil transportation infrastructure and calculate the likelihood of oil spills happening. Accidental spills from oil platforms nowadays account for approximately 3 percent of oil spills in the oceans. Prominent offshore oil platform spills typically occurred  as a result of a blow out. They can go on for months until relief wells have been drilled, resulting in enormous amounts of oil leaked.[60] Notable examples of such oil spills are Deep water Horizon and Ixtoc I. While technologies for drilling in deep water have significantly improved in the past 30–40 years, oil companies move to drilling sites in more and more difficult places. The ambiguous development results in no clear trend regarding the frequency of offshore oil platform spills.

2. LITERATURE SURVEY 

Yan Li, Xiaofei Yang et al, in[1] classification algorithms, i.e. FCN-Googlenet and FCN-ResNet are compared to the state-of-the-art Support Vector Machine (SVM) method.Network (FCN) with Resnet and Googlenet respectively.

 Ken Zeng , Yixiao Wang et al, in[2] The Oil Spill Convolutional Network (OSCNet), is proposed in the paper for SAR oil spill detection, which can do the latter two steps of the three-step processing framework. OSCNet has also been compared with other DL classifiers for SAR oil spill detection. 

Thomas De Kerf, jona Gladines et al, in[3] a classification approach of marine oil spills in polarimetric SAR images is presented based on the complex-valued convolutional neural network (CVCNN). 

3. METHODOLOGY
Training process:- To train the CNN, can use both RGB images and the Infrared images. From the RGB images,the oil spill is segmented, so that can have a mask representing the oil in the RGB image. Then can feed both the segmented RGB images and IR images to the neural network and start the training process.

Training a Neural Network:- Image segmentation is a computer vision technique,where every pixel is labeled  into a predefined Category. The result is an image that is segmented into several categories. It creates a simplification of the image from that can use to visualize certain sectors with identical labels.

Operational Process:- Once the fully trained model, can use the model to predict an oil spill with only the IR images. Every image will be resized and segmented by the CNN on board. If there is oil detected,then the device will gather all relevant information, such as size of the spill. It will then send authority system, where the appropriate actions can be taken.

Experimental Setup:- Created a controlled oil spill incident to test the hypothesis and framework.An area of four-by-four meters on the water is isolated by means of white adsorbing bands. The oil containing floating rectangle.
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4. IMPLEMENTATION
The ImageNet Evaluation and Very Deep Convolutional Networks.The ImageNet challenge has been crucial in demonstrating the effectiveness of deep CNNs. The problem is to recognize object categories in typical imagery that one might find on the Internet. The 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC) classification task is to classify imagery obtained from Flickr and other search engines into the correct one of 1000 possible object category classes. This task serves as a standard benchmark for deep learning. ImageNet Large Scale Visual Recognition Challenge (ILSVRC) classification task is to classify imagery obtained from Flickr and other search engines into the correct one of 1000 possible object category classes. This task serves as a standard benchmark for deep learning. The imagery was hand-labeled based on the presence or absence of an object belonging to these categories. There are 1.2 million images in the training set with 600–1200 training images available per class.Residual Network (ResNet) is a deep learning model used for computer vision applications. It is a Convolutional Neural Network (CNN) architecture  designed to support hundreds or thousands of convolutional layers. Previous CNN architectures were not able to scale to a large number of layers, which resulted in limited performance. However, when adding more layers, researchers faced the “vanishing gradient” problem. ResNet was the winner of the ImageNet competition in 2015. The authors of this model introduced residual blocks in their network, which was the key to their success. In opposition to traditional neural networks, where each layer feeds into the next layer, some layers in ResNet had a shortcut connection with layers in front. In that way, higher layers were able to get some information from deeper layers directly, and it helped to solve the problem of vanishing gradient.

Algorithm

1.  Firstly, User will provide Input.

2.  After providing the data the model will trained.

3. The data will goes to the OSNET.

4. After data will goes on RSNET for recognition task.

5. The provided Input checked from the database.

6. In data augmentation the provided input will compared with the dataset.

7. Displays oil spill or not.
5. RESULT AND DISCUSSION
  The machine learning algorithm model that captured the Image pattern has the highest accuracy rates as the developed machine learning model presents an average level of accuracy, we have to focus on improving the prediction level to acquire a better prediction. Firstly we have to collect all images from dataset and compare the data ratio with two different categories. i.e.,Oil Spill and Non Oil Spills for Image Augmentation. The figure  is the graph that shows the Model Accuracy of the detection of oil spills, whereas it represents the train and test method of model that shows how much percent the model will gives the accuracy about the data input. The Accuracy has two stages that firstly, the model will test the data and then train it for giving the appropriate percent of the accuracy.
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6. CONCLUSION
 The code prints out the number of loss and accuracy it detected and compares it with the actual accuracy. The Proposed model is used to calculate the model accuracy and model loss of the algorithms. The fraction of data we used for faster testing is 90 percent of the entire dataset.  
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