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Abstract - Our proposal entails the implementation of a Mumbai, India house price prediction model that incorporates a combination of Machine Learning, Data Science, and Web Development techniques. Given the volatile nature of housing prices which are often influenced by factors other than actual worth, our project aims to focus on predicting home prices based on genuine and relevant factors. We plan to evaluate and incorporate all the fundamental criteria considered in establishing housing prices. The objective of this project is to gain hands-on experience in Data Analytics, Machine Learning, and Artificial Intelligence (AI) fields.
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1. INTRODUCTION 
In the past, property prices were manually determined, resulting in a significant 25% error rate, leading to financial losses. However, with the advent of Machine Learning, there has been a paradigm shift in the way property prices are predicted. Machine Learning has become a trending technology, with data being the core component. AI and Machine Learning are witnessing a boom in the market, and various industries are embracing automation. Data is essential for training Machine Learning models, as they are built on past data and used to predict new data.
The demand for housing in urban areas is increasing rapidly due to population growth and migration for better job opportunities, while rural areas often face a lack of employment opportunities. Many people lack awareness of the actual price of a house, leading to potential financial losses. In this project, we aim to predict house prices using different Machine Learning algorithms such as Linear Regression, Decision Tree Regression, K-Means Regression, and Random Forest Regression. We will utilize 80% of the known dataset for training the models, and the remaining 20% for testing purposes. The project will involve various techniques such as feature engineering, label assignment, attribute reduction, and transformation techniques like attribute combinations and handling missing attributes, as well as exploring new correlations. 

1.1 OBJECTIVE
For our initial project, we aimed to make it highly instructive by thoroughly addressing each stage of the machine learning process and gaining a deep understanding of it. We selected Mumbai Real Estate Prediction as a "toy problem," which may not have immediate scientific significance but serves as a practical way to demonstrate and practice our skills. The goal was to predict the price of a specific apartment, taking into consideration various "features" that would be defined in subsequent sections, based on market pricing.
1.2  PROBLEM STATEMENT
As a real estate agent tasked with selling a new house, our goal is to determine the price of the house by comparing it with other properties. We carefully analyze various features of the house that could potentially impact its value, such as size, number of rooms, location, crime rate, school quality, distance to commercial areas, and more. Our ultimate aim is to develop a formula that incorporates all these features and provides an estimate or prediction of the house price, allowing us to accurately determine its market value.
1.3 NEED AND MOTIVATION
During my years of living in India, I had taken for granted that housing and rental prices would always rise. However, after the housing crisis in 2008, housing prices had remarkably recovered, especially in major housing markets. Nevertheless, in the fourth quarter of 2016, I was surprised to learn that housing prices in Mumbai had experienced the most significant decline in the past four years. In fact, median resale prices for condos and coops had fallen by 6.3%, marking the first decline since the first quarter of 2017. This decline has been attributed in part to political uncertainty both domestically and abroad, including the impact of the 2014 election. Therefore, to maintain transparency among customers and facilitate easy comparison, this model can be used. If a customer finds that the price of a house on a given website is higher than the price predicted by the model, they can reject that house.

2. LITERATURE SURVEY 
Prasad Nayak B, Preetham VK, Rutika Shinde (2022): In this conference paper, our focus is on analysing different machine learning algorithms to enhance the training of our machine learning model for house price prediction. The trends in housing costs serve as indicators of the current economic situation and directly impact buyers and sellers. The actual price of a house depends on various factors, such as the number of bedrooms, number of bathrooms, and location, with rural areas generally having lower costs compared to cities. Proximity to highways, malls, supermarkets, job opportunities, and good educational facilities also greatly impact house prices.
In the past, real estate companies relied on manual methods to predict property prices, where a dedicated team analysed previous data to determine prices. However, this approach had a margin of error of 25%, resulting in losses for both buyers and sellers. As a result, several systems have been developed for house price prediction, such as the advanced house prediction system proposed by Sifei Lu and Rick Siow. The main objective of their system was to develop a model that can provide accurate house price predictions based on other relevant features.
P. Durganjal: In this paper, the author proposed a house resale price prediction system using classification algorithms. The aim is to predict the resale price of houses using different classification algorithms such as Linear Regression, Decision Tree, K-Means, and Random Forest. Various factors such as physical attributes, location, and economic factors can affect the price of a house, and these factors are taken into consideration in the prediction model. The performance of the different algorithms is evaluated using Root Mean Squared Error (RMSE) as the performance metric. Different datasets are used to train and test the algorithms, and the accuracy of the models is compared to identify the one that provides the best results in terms of prediction accuracy. The goal is to find a model that can accurately predict house prices based on the given features, allowing for better decision-making in the real estate market.
Sifei Lu: The paper proposes a hybrid regression technique for predicting house prices, utilizing limited datasets and creative feature engineering methods. The main goal of the paper is to predict reasonable prices for customers based on their budgets and priorities. Real estate property is not only a primary desire for individuals, but it also reflects their wealth and prestige in society. Real estate investment is often considered lucrative as property values tend to appreciate over time. Changes in real estate values can have significant impacts on home investors, bankers, policymakers, and other stakeholders. Therefore, predicting real estate prices accurately is an essential economic indicator. In the Asian country, according to the 2011 census, it ranks second in the world in terms of the number of households, with a total of 24.67 crores. However, previous recessions have shown that real estate prices are not always predictable. The costs of real estate properties are closely linked to the economic situation of the region. Despite this, there are no standardized approaches available to accurately predict real estate property values. The proposed hybrid regression technique in the paper aims to fill this gap by utilizing creative feature engineering methods and limited datasets to predict house prices. The approach has been tested in the Kaggle Challenge and could potentially provide valuable insights for real estate agents, investors, and policymakers in making informed decisions.
3. DESIGN

3.1 SOFTWARE COMPONENTS USED 
Android Studio is the official integrated development environment (IDE) created by Google for developing applications on the Android operating system. It is built on JetBrains' IntelliJ IDEA software and is specifically tailored for Android app development.
Project Jupyter is an initiative that aims to develop open-source software, open standards, and services to facilitate interactive computing across various programming languages.
Kotlin is a statically typed, general-purpose high-level programming language with cross-platform capabilities and type inference. It is designed to work seamlessly with Java, and the Kotlin standard library for the Java Virtual Machine (JVM) relies on the Java Class Library. However, Kotlin's syntax is more concise due to its support for type inference.
3.2 HARDWARE COMPONENTS
Intel Core i5/i7 
4/6 GB Ram 
500 GB Hard disks
3.3 IMPLEMENTATION
Phase I: Data Processing In this phase, the missing attributes are handled using the mean value. The target feature is dropped using the Pandas library operations. Visualization of the dataset is performed using the Matplotlib Python function. Some attribute combinations are identified to set the missing values. The data is then split into a proportion of 80% for training and the remaining 20% for testing. Once data processing is done, a suitable pipeline is created for the execution of the model.
Phase II: Looking for Correlations The goal is to identify new correlations between various attributes in the dataset. These correlations can either be strong positive correlations with the target label or strong negative correlations.
Phase III: Filling Missing Attributes 
There are three ways to handle missing values in data: 
1) Getting rid of the missing data point. 
2) Getting rid of the whole attribute. 
3) Setting the value to some specific value (e.g., 0, mean, or median). In this case, option 1 is not feasible as dropping data points is not allowed. Option 2 is also not valid as getting rid of the whole attribute may result in loss of important information. Therefore, option 3 is chosen, and the missing attributes are filled with some value (e.g., 0, mean, or median).
Phase IV: Training the Model A Random Forest Regressor is used to train the model. This algorithm is chosen based on its suitability for the problem at hand and its potential to provide accurate predictions for the house price prediction task. The model is trained using the processed data and the pipeline created in Phase I, and it is expected to provide accurate predictions for house prices based on the chosen algorithm and the handled missing values.
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3.4 METHODOLOGY
Data Collection: The statistics were collected from Mumbai's housing market, capturing information on various variables such as area type, availability, location, BHK (bedroom, hall, kitchen), society, total square feet, bathrooms, and balconies.
Linear Regression: Linear regression is a supervised learning technique that predicts the value of a dependent variable (Y) based on an independent variable (X). It is a widely-known and understood machine learning algorithm that includes models such as simple linear regression, ordinary least squares, Gradient Descent, and Regularization.
Decision Tree Regression: Decision tree regression is a technique that uses tree-structured models to make continuous predictions for future data. It involves principles such as maximizing information gain, classification trees, and regression trees. Decision trees are built through recursive partitioning, with nodes being divided into child nodes, starting from the root node or parent node. Nodes with informative features are selected based on maximizing information gain to optimize the tree learning process.
Regression Trees: Regression trees are a type of machine learning algorithm that can handle both continuous and categorical input variables. They are commonly used for regression problems, with the Decision Tree approach often yielding the lowest loss. The R-Squared value for the Decision Tree model is 0.998, indicating its high accuracy. The Decision Tree was utilized in web development.
Support Vector Regression: Support Vector Regression is a type of supervised learning algorithm used for classification and regression analysis.
Random Forest Regression: Random forest regression is a method that involves averaging predictions from multiple decision trees trained on different subsets of the same training data. This ensemble technique comes with a slight increase in bias and some interoperability.
4. RESULTS
Multiple machine learning algorithms have been studied extensively to predict and compare their accuracy. For example, Artificial Neural Network (ANN) has shown higher accuracy compared to multiple linear regression. However, it has been observed that ANN may be prone to overfitting, as indicated by a decrease in the percentage of root square after training, which could affect the final evaluation of prediction accuracy.
Data pre-processing plays a crucial role in preparing the data for model training, and it has been found to improve prediction accuracy according to. However, data-related challenges may arise, such as handling missing values, which can be resolved in various ways, requiring iterative solutions to arrive at a final resolution. Additionally, outliers, which are noisy values within the dataset, can impact the training model and may need to be removed. One suggested approach, as proposed by, is to test the removal of outliers using Isolation Forest. It's worth mentioning that existing studies primarily evaluate prediction accuracy using evaluation metrics and do not consider the time required to train a model with a particular algorithm. However, this study takes into account the performance in terms of time as well.
Theoretical findings suggest that numerous factors influence house prices, including the unemployment rate, total number of crimes, interest rate, GDP, and population. However, analyzing the real estate market is more complex compared to the goods market due to the greater number of variables to consider. Theoretical studies also indicate that population growth, inflation, and qualitative variables positively affect house prices. On the other hand, some factors have a negative impact on house prices. For instance, the crime rate has a significant negative association with house prices as reported by. Interest rate also plays a crucial role in the volatility of house prices, showing a negative correlation, which means that low interest rates tend to result in higher house prices. Moreover, the unemployment rate not only affects the GDP of a country but also impacts the government's fiscal policies, leading to low taxes and increased expenses. A higher unemployment rate has been found to negatively impact house prices, indicating that a rise in unemployment tends to result in decreased house prices.Top of Form
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5. FUTURE SCOPE
In future, we can also include latitude, longitude, and elevation of the house in the model to predict the house price with more accuracy. Future work will include demographics variable like income, number of children, age of the family group, education, etc. in the model to explain the variability of house pricing and to predict house pricing more effectively.

6. CONCLUSIONS
The application of machine learning in property research is still at an early stage. We hope this study has moved a small step ahead in providing some methodological and empirical contributions to property appraisal, and presenting an alternative approach to the valuation of housing prices. Future direction of research may consider incorporating additional property transaction data from a larger geographical location with more features, or analyzing other property types beyond housing development.
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