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Abstract— With the development of deep learning, the aggregate of pc imaginative and prescient and natural language device has aroused great interest within the beyond few years. Image captioning is a representative of this filed, which makes the computer discover ways to use one or more sentences to understand the seen content material of a picture. The vast description technology method of excessive degree image semantics calls for now not handiest popularity of the item and the scene, however the ability of reading the dominion, the attributes and the connection among one’s devices. Though photograph captioning is a complicated and tough project, a number of researchers have done sizeable enhancements. Here we mainly describe 3 image captioning techniques the usage of the deep neural networks: CNN-RNN primarily based, CNN-CNN based framework and Attention Mechanism. Then we introduce the paintings of these 3 pinnacle techniques respectively, describe the assessment metrics and summarize the advantages and primary demanding situations.
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I. Introduction

In the past few years, pc imaginative and prescient in photograph processing area has made good sized development, like photograph kind and item detection. Benefiting from the advances of photo magnificence and object detection, it becomes feasible to mechanically generate one or extra sentences to apprehend the visible content of a photo, this is the hassle referred to as Image Captioning. Generating complete and Natural picture descriptions automatically has huge ability consequences, which incorporates titles attached to information images, descriptions associated with scientific photographs, textual content-based photograph retrieval, records accessed for blind clients, human-robot interplay. These packages in photo captioning have essential theoretical and sensible studies cost. Therefore, photo captioning is a more complicated but meaningful task within the age of artificial intelligence. Given a latest picture, a picture captioning set of rules ought to output an define approximately this photo at a semantic diploma. For the image captioning undertaking, humans can without problems understand the picture content and explicit it inside the shape of Natural language sentences consistent with specific needs; however, for computers, it calls for the included use of photo processing, laptop imaginative and prescient, Natural language processing and distinctive major regions of research consequences. The task of picture captioning is to format a model that may fully use photograph statistics to generate greater human-like rich photograph descriptions. The significant description Era technique of excessive diploma photograph semantics calls for not simplest the information of items or scene reputation inside the photo, however additionally the capability to look at their states, recognize the relationship amongst them and generate a semantically and syntactically accurate sentence. It is presently doubtful how the mind is conscious a photo and organizes the seen records proper into a caption. Image captioning consists of  deep facts of the arena and which topics are salient elements of the whole.
II. METHOD
A. R-CNN

The convolutional neural network (CNN) operates mathematically and is a regularized variation of the multilayer perceptron class of feed forward artificial neural networks (ANNs), which generally refers to fully connected networks in which every neuron in a layer is connected to every neuron in subsequent layers. In order to tackle ill-posed optimization issues, regularization is applied to objective functions and provides additional information. When it comes to programming a CNN, it typically accepts an order 3 tensor with the following dimensions as input: (number of images) x (image width) x (image depth). This tensor then sequentially undergoes a series of processing steps, such as convolutional layers, pooling layers, normalization layers, fully connected layers, loss layers, etc., which turn abstracted images into feature maps with the following dimensions: (number of images) x (feature map width) x (feature map Channels). [7,16]. Here, tensors are just higher-order matrices and below we have given layer by layer running of CNN in a forward pass.
Here, tensors are just higher-order matrices and below we have given layer by layer running of CNN in a forward pass:
[image: image1.png]x o who x? oo xb o wh o ks

w5zt





Where usually an image (order 3 tensor). It goes through the processing in the first layer, denotes parameters involved in the first layer’s processing collectively as a tensor . The output of the first layer is , which also acts as the input to the second layer processing and the same follows till all layers in the CNN have been finished, which outputs . To make a probability mass function, we can set the processing in the (L-1) th layer as a SoftMax transformation of (cf. the distance metric and data transformation notes) last layer is the loss layer. Let us suppose here t that is the corresponding target (ground-truth) value for the input , then a cost or loss function can be used to measure the discrepancy between the CNN prediction and the target t, for which a simple loss function can be given as follows:
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By the above formula when are fixed, either the probability that Z=1 for a given observation or the log-odds that Z=1 for a given observation can be easily computed. In a logistic model [17,18], the main use-case is to be given the probability p that Z=1 and an observation ( .x1,x20)
B. LSTM

The LSTM (Long Short Term Memory) layer is nothing but a specialized Recurrent Neural Network to process the sequence input (partial captions in our case).

LSTM has feedback connections. It can not only process single data points (such as images), but also entire sequences of data (such as speech or video). A common LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. The cell remembers values over arbitrary time intervals and the three gates regulate the flow of information into and out of the cell. LSTM networks are well-suited to classifying, processing and making predictions based on time series data.
Information from a previous time step that has to be forgotten is recognised using the forget gate. For updating cell state, fresh data is sought using input gate and tanh. The cell state is updated using the data from the two gates mentioned above. Information is usefully provided by the squashing operation and the output gate.
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In contrast to standard feed-forward neural networks, LSTM has feedback connections. It can manage full data streams in addition to single data points (like photographs) (such as speech or video). Unsegmented, linked handwriting recognition and speech recognition are two applications for LSTM.
C. Attention Mechanism


The encoder-decoder model for machine translation was given a performance boost by the addition of the attention mechanism. The purpose of the attention mechanism was to allow the decoder to use the most pertinent portions of the input sequence in a flexible way by combining all of the encoded input vectors in a weighted manner, with the most pertinent vectors receiving the highest weights. The fundamental concept is that when the model predicts an output word, it only considers those portions of the input where the most pertinent data is concentrated rather than the complete sequence. In other words, it just takes into account a select few input words.

Human visual attention enables us to shift the focal point or make an inference by focusing on a specific area with "high resolution" while viewing the surrounding image with "low resolution." Similar to this, we can describe how words relate to one another in a single sentence or small context. We anticipate shortly coming across a food-related word when we see the word "eating." The phrase for colour refers to the meal, but perhaps not so much while "eating" something directly.
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D. Proposed Methodology
CNN first encodes the image in order to extract features. The convolution features are then consumed by an LSTM decoder, where the weights are learned through attention, to output descriptive words one at a time. The attention weights' visualisation makes it obvious where parts of the image the model is focusing on in order to produce a certain term.
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Goal of image captioning is to generate descriptions from an image. This uses a hierarchical approach for text generation. Firstly, the objects in the image are detected and a caption related to that object is generated. Then combine the captions to get the output. We propose the Attention mechanism which is a cognitive process of selectively concentrating on one or few parts of the image while ignoring others. Implementing Attention mechanism in CNN-LSTM architecture provide better results.
During caption generation, an attention mechanism is utilised to enable the network to concentrate on the most important image elements at each time-step. Attention can be used to increase the interpretability of the model generation process and show how closely the learned alignments match human intuition.
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First the dataset is prepared and all the images in the dataset are pre-processed. Then the images are encoded using CNN. Attention mechanism is implemented which focusses on specific regions of the image. Then the images are decoded using LSTM to generate words which are put together to form the captions.
III. EXPERIMENT

A. Dataset
Flickr8k dataset is used for our project. 8,000 photos with five different captions, each describing the key elements and actions in the image, make up this new benchmark collection for sentence-based image description and search. The pictures were hand-picked to represent a diversity of events and circumstances from six different Flickr groups, and they usually don't feature any famous individuals or places. Before training the models in this study, all caption characters were changed to lowercase, periods at the end of captions were eliminated (although commas and other punctuation occurring within sentences were kept as separate tokens), and words occurring fewer than three times were eliminated from the vocabulary.
B. DATA PREPROCESSING – IMAGES 
Images are nothing but input (X) to our model. As you may already know that any input to a model must be given in the form of a vector. We need to convert every image into a fixed sized vector which can then be fed as input to the neural network. For this purpose, we opt for transfer learning by using the InceptionV3 model (Convolutional Neural Network) created by Google Research. This model was trained to perform image classification on 1000 different classes of images. However, our purpose here is not to classify the image but just get fixed length informative vector for each image. This process is called automatic feature engineering.
C. DATA PREPROCESSING - CAPTIONS

We must note that captions are something that we want to predict. So during the training period, captions will be the target variables (Y) that the model is learning to predict. But the prediction of the entire caption, given the image does not happen at once. We will predict the caption word by word. Thus, we need to encode each word into a fixed sized vector. Dictionaries namely “wordtoix” (pronounced — word to index) and “ixtoword” (pronounced — index to word).
D.  DATA PREPARATION USING GENERATOR FUNCTION

Let’s take the first image vector Image_1 and its corresponding caption “startseq the black cat sat on grass endseq”. Recall that, Image vector is the input and the caption is what we need to predict. But the way we predict the caption is as follows: For the first time, we provide the image vector and the first word as input and try to predict the second word, i.e.: Input = Image_1 + ‘startseq’; Output = ‘the’ Then we provide image vector and the first two words as input and try to predict the third word, i.e.: Input = Image_1 + ‘startseq the’; Output = ‘cat’ And so on… 
E. Evaluation metrics
While minimising the cross-entropy error for an image/caption pair is the goal during training, the evaluation of test outcomes uses a distinct set of criteria. The primary statistic employed in earlier publications to assess image-to-text "translations" is the BLEU score, just like in machine translation. For each word in the candidate translation compared to the reference translations, the BLEU-n score computes a modified n-gram precision. The count of each n-gram in the reference translation is taken, and this count is clipped by the most instances the n-gram can appear in a reference translation, in order to determine the n-gram precision. To create a score, this clipped count is divided by the unclipped count in the reference translation.
F. Qualitative Analysis of Results
There are several sample captions displayed, with varied degrees of effectiveness in identifying image details and accurately summarising the situation. It is uncommon to find captions that have nothing to do with the image; nonetheless, a persistent problem is that uncommon subtypes of object classes are frequently labelled as subtypes that are more frequently observed in the training data.
1) Successful 
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[image: image9.jpg]Caption : Basketball player in white uniform is trying to throw the ball.
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[image: image11.jpg]Caption : Two children are playing in the water.




2) Partially successful
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[image: image13.jpg]Caption : Soccer player in soccer uniform kicks soccer ball.
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[image: image15.jpg]Caption : Two people are standing in the snow.




3) Unsuccessful
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[image: image17.jpg]Caption : Dog is running through the grass.
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[image: image19.jpg]Caption : Two dogs are playing in the snow.




IV. CONCLUSION

The LSTM-based language model with an attention mechanism that is presented in this work achieves evaluation results that are on par with or better than those of comparable earlier publications. However, it is challenging to continue to achieve significant performance improvements given the constraints of the Flickr8k dataset and combined CNN/RNN model method. Much more training data will be required in order to move forward with more precise and descriptive caption generation that utilises a bigger vocabulary. A training dataset that has more detailed, possibly multi-sentence captions that is checked for grammar and syntax issues would be helpful. In addition, rather than the usual AlexNet or VGGNet, a specific convolutional network will probably be needed for more informative captions that specify relative object placements inside an image. A small "bag of words" for the features present in the image and their locations, for instance, might be created by an image network trained for instance segmentation and used by the language model to generate a comprehensible sentence. It will be interesting to watch how the current model changes as improvements are made to better visual segmentation models, better language models, and better training datasets. Although the current model currently achieves good performance.
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