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Abstract— In today's world, numerous sectors use face recognition technology. Face recognition is a widely used fingerprint authentication. Among other things, it can be used for identity, authentication, and security. It is widely used because it is a non-invasive, contactless method. Systems for face recognition can also be used in businesses, colleges, and schools to monitor attendance. Benefits of implementing an automated attendance system include decreased costs associated with maintaining attendance manually, time savings, elimination of manual error, increased productivity, and ease of accessibility, among others.  This approach has been proposed to enhance the current attendance procedure and prevent the waste of resources and time. Moreover, the risk of proxy attendance is eliminated by using a facial recognition attendance system. The suggested methodology attempts to increase accuracy in unrestricted real-time contexts for accurate attendance recording.
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I. Introduction

One of the most annoying yet necessary aspects of any school or workplace is attendance management. There is a chance of human error, and it may have an effect on production. Automatic attendance systems can boost productivity by decreasing manual labour and improving dependability. Identification of the concerned parties is necessary in order to record attendance. Automatic attendance management systems use biometrics, such as fingerprint scanning, facial recognition, iris identification, etc., to identify a person. without needing smart cards, usernames, IDs, or anything else, users are identified solely based on their biometric characteristics. The closest match score is obtained when a database's whole collection of records has been compared to the template. Hence, authenticating the closest match that is inside the acceptable criteria. A person's fingerprints, hand, face, iris, and other physical characteristics can be recorded and compared using physiological biometrics. Fingerprints are the most often utilised physiological biometric. A person's behaviour is related to behavioural biometrics, which involves recognising their voice, signature, and keystrokes, among other things. Thus, biometrics are applied in offices for physiological validation of retinal and fingerprint recognition.
II. Literature Survey (Related Work
In 2019, M. Khan, S. Chakraborty, R. Astya, and S. Khepra published Face Detection and Recognition Using OpenCV. It identifies a popular area of biometrics study that involves face detection and image or video recognition. Real-time face recognition is a fascinating field with a quickly escalating challenge. Authentication framework for applications using face recognition. The PCA (Principal Component Analysis) facial recognition algorithm is suggested here. Key component analysis is a statistical method that belongs to the broad area of factor analysis (PCA). The purpose of the PCA is to reduce the size of the feature space required to effectively describe the data from its current high storage need. Wide 1-D pixel vectors made from 2-D face images in compact primary space function elements are what the PCA needs to recognize faces.
· M. Zhang, J. Luo, and W. Gao (2020) Research on Face Detection Technology Based on MTCNN centered on face detection, a significant area of target detection research. The faces position in the supplied image is returned. Data input, feature extraction, and face feature detection are the three processes necessary to complete the task of face identification using deep learning, with feature extraction being the most important step. This research analyses the features of Two-stage and One-stage detection models and their application in face identification tasks by examining the fundamental concepts of current popular target detection techniques. MTCNN (Multi-task convolution neural network) is also thoroughly examined, and its implementation theory is explained in depth. Experiments are used to validate the MTCNN's actual impact on the face detection problem. In the larger face dataset, the model's outcomes are contrasted with those of the Yolov3 model.
· Face Recognition Based on MTCNN and Integrated Application of FaceNet and LBP Technique by Z. Yang, W. Ge, and Z. Zhang (2020) . It attempts to increase the reliability of illumination using FaceNet and MTCNN. Because LBP may lessen lighting interference on facial features, the parallel connection of LBP with FaceNet increases the face recognition accuracy. To test the improved model, Markus Weber's face database and ORL were also used. Using light interference, the model's database accuracy is greatly improved. The enhanced technique suggested in this paper therefore has more robust lighting.
· Digital Image Processing Face Detection and Recognition System by G. Singh and A. K. Goel  (2020).It demonstrates that only in the presence of light interference can the parallel connection of uniform LBP and FaceNet increase the identification accuracy. LBP, on the other hand,
reduces FaceNet's accuracy. The entire process of authenticating any face data is separated into two parts. The first phase involves swiftly detecting faces, except for situations when the object is put fairly far away. The second phase then begins, during which the face is recognized as belonging to a specific person. A face recognition model, which is one of the most carefully developed biometric technologies, is then created by repeating the entire procedure.
III. System implementation (Methodology)
There are five parts to the suggested system architecture. These consists of Pre-processing, facial detection, feature extraction, facial recognition, and attendance recording are some of them.
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Fig : System Architecture
Flow of Events:
· Input Data: The system's initial phase is to collect data from a live video stream collected from a camera. It is crucial to position the camera so that we can photograph the faces of the students present in the classroom. The quality of the input data can be improved by using high resolution cameras. The video will be divided into individual frames or pictures. Algorithms for face detection get these frames as input.
· Data Pre-processing: After getting input from the camera, we send it for pre-processing. To reduce noise and enhance the quality of the images, pre-processing is used. For pre-processing we use a technique called Contrast limited Adaptive Histogram Equalisation. Here the input video is divided into frames and further each frame is divided into multiple tiles. CLAHE generates a histogram for each tile and adjusts them such that there is adequate lighting, contrast and removes noise from the frame. The facial detection step receives the processed image as its input. We use clip limit to limit the amount of equalisation an prevent over brightness or low brightness.
· Detection of Face: To identify any faces in an image is the main objective of face detection. It returns the position and size of every face if it is present. Face detection can be difficult to perform for a variety of reasons. For this purpose, we use a framework called MTCNN (multitask Cascaded Convolutional Neural Network). It is being created as a remedy with both facial detection and face orientation. Convolutional networks are used in three steps of the process to identify faces and facial landmarks such the eyes, nose, and mouth.
Stage 1: P-Net ( Proposal Network )
Initially, a completely convolutional network is used (FCN). A completely convolutional network (FCN) does not include a dense layer as part of its architecture, which is how it differs from a CNN. The bounding box regression vectors for the candidate windows are obtained using this Proposal Network.
Stage 2: R-Net ( Refine Network ) 

The Refine Network receives all possibilities from  P-Net. In addition to further reducing the number of candidates, the R-Net also does normalization with bounding box regression and uses non-maximum suppression (NMS) to combine candidates that are similar.
Stage 3: O-Net ( Output Network )

The R-Net like stage has similarities to this one, and yet this Output Network seeks to characterize the face in much more precision and output the locations of the five facial landmarks — the eyes, nose, mouth, and corners of the lips.
· Face Recognition: After we get a defined boundary for faces, we generate feature vectors for the same. The feature vectors acquired after feature extraction is compared to the feature vectors in the student database, with the aid of several algorithms using distance metrics like cosine similarity, correlation, Euclidean distance, etc. It provides a match report before classifying the sub-   population to which new observations belong. Both the database and the input image are referred to as the gallery. The face is categorised as an unknown face if the provided facial input does not match any of the faces in the dataset. Attendance will be indicated as present for that person if the input image matches any faces registered in the database.
· Marking Attendance: Based on previous phase output, the given input data will be compared with the database student data. if the output data matches with the input data, then attendance will be marked in the Excel sheet.  
IV. Experiments & results
When a student first enrolls, their facial photographs are stored with a special ID. Real-time footage will be captured when attendees arrive and used as data. It uses a Cascade Convolutional Neural Network (CNN) to discriminate between faces and objects and to correctly categorize faces as opposed to background items . In order to detect and improve faces from a picture, CNNs will be aggregated to modify the image. The output will contain the faces that were successfully identified. The feature extractor delivers the classified faces as the result after comparing the input face feature vector to the face feature vectors stored in the database. The website will then generate a report with the most recent attendance information for the students that are in the class.
A system's capability is determined by how accurately it operates. Face recognition systems' misclassification of a person is decreased as they get more accurate and precise. In order to balance the two parameters, F1-Score takes into account both precision and recall.

In light of the testing findings, ArcFace is thought to be more appropriate for such facial recognition system since it outperforms other models in terms of accuracy and f1-score. In every metric, Arcface has demonstrated reliability. ArcFace is only outperformed by Facenet and VGG-face in terms of recall and precision. Because the model is built to balance the tradeoff among recall and precision, Arcface trails behind a little in these areas.
Our results easily demonstrate that both single and multiple faces of the students present in the students folder can easily identified. By using MTCNN which is robust and Trained algorithm gives the most accurate results.
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                Fig :  Image before processing
After capturing the image from camera , Sections of the input image are initially created. A tile is the term for each segment. There are four tiles in the input image depicted in the illustration. After that, each tile is subjected to histogram equalization using a predetermined clip limit. Five phases are involved in histogram equalization: computing the histogram, computing the surplus, distributing the excess, redistributing the excess, and scaling and mapping using a cumulative distribution function (CDF). Each tile's histogram consists of a set of bins. Bin values in the histogram that exceed the clip limit are aggregated and dispersed to other bins. The values from the histogram are then used to calculate CDF. Using the input image pixel values, the CDF values of each tile are scaled and mapped..
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      Fig :  Image after processing
Finding errors is the goal of testing. A work product should always be tested to look for any potential problems or flaws. It offers a way to examine how functional parts, sub-assemblies, assemblies, as well as a whole product, are. To make sure that faults can be fixed, it is a method of testing software.

The software system meets its requirements and users' expectations and does not malfunction in an unsatisfactory way. Tests come in a variety of forms. A specific testing requirement is addressed by each test type.
Every image that a computer sees is actually a series of values for each color in an RGB image, usually in the range of 0-255. Each point in the image is assigned a value that is indexed as (row, col). The computer will therefore observe various numbers (or edges or any other features), which will alter for the computer program to detect, recognize, or track the item if the objects change their position in relation to the camera where some element of the object hides (for example, if a person's hands are not displayed).
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             Fig : Prediction in presence of occlusion
Predicting the image in uneven lighting with considering various factors like low lighting, disturbing backgrounds. Our algorithm works perfectly in uneven situations also.
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   Fig : prediction in case of uneven lighting 
V. evaluation metrics

Using facial image analysis, one must determine whether a person is who they say they are. This process is known as face verification. Due to the lighting, stance, facial expression, and age changes in the images, this is quite difficult. Calculating the separation between two face vectors is the main task. As a result, accurate face verification depends on using the right distance metrics. Our approach uses cosine similarity to create a powerful learning algorithm that can increase any metric's generalization capacity.
A portion of the labelled faces in the wild (LFW) dataset is used to evaluate the accuracy, precision, f1-score, and recall of various facial recognition models. ArcFace, which has been tested against all other models, has demonstrated the highest accuracy (94.4%) and F1-score (94.12%), followed by Facenet, which is 88.2% accurate and has an F1-score of 86.6%. Only the Facenet model, followed by ArcFace (98.9%) in terms of accuracy, has been tested across all models. The greatest recall score was 96.8% for VGG-face.
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          Fig : Metrics based on the results of testing
Using a portion of the labelled faces in the wild (LFW) dataset, different facial recognition algorithms are evaluated for accuracy, precision, f1-score, and recall. ArcFace, which has been tested against all other models, has demonstrated the highest accuracy (94.4%) and F1-score (94.12%), followed by Facenet, which is 88.2% accurate and has an F1-score of 86.6%. Only the Facenet model (of of all the examined models) has achieved 100% precision, followed by ArcFace (98.9%). The greatest recall score was 96.8% for VGG-face.
ArcFace is a machine learning model that analyses two face photos and calculates the separation between them to determine whether the two faces belong to an identical individual. Both face search and facial recognition are possible with it. By substituting Angular Margin Loss for SoftMax Loss in the classification assignment, ArcFace implements a similarity learning method that enables distance metric learning to be addressed. The input face image is transformed to grayscale after which it is input in two batches: batch 1 with the input image as is, batch 2 with the input image horizontally flipped, and batch 3 with the features concatenated.
The inner product of two normalized vectors can be used to calculate the cosine distance, which is a technique employed by search engines to determine the separation between faces. and cos will both be equal to one if the two vectors are identical. Cos will equal zero if they are orthogonal and will be /2. As a result, it can be a similarity metric. By averaging feature and FC layer weights and calculating the inner product, cos is determined. Using Softmax with cos, the loss is determined.
VI. conclusion

The goal of this project was to use facial recognition to automate the process of registering attendance. As part of this project, we created a straightforward tkinter application that uses facial recognition to track attendance. Using convolutional neural networks, facial detection and recognition is possible. The system's actors can authenticate themselves using a functionality provided by the MySQL database. Several faces can be recognized by the proposed model in a single input frame. The project is resilient to occlusion, inconsistent illumination, and other problematic real-time elements. It has undergone testing based on many scenarios, and results are satisfactory.
VII. future work

The project can be further extended as per the user’s requirements. In the future, we will try to make it more efficient by appropriately detecting the live face.
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