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Abstract

Fake news has proliferated on the internet in recent decades. More people than ever before
are creating and sharing knowledge because of social networks, many of which have no
connection to reality. This has led to the rapid dissemination of false information used for
various political and business objectives. Finding reliable news sources has become more
difficult due to online newspapers. In this work, we gathered news articles of Hindi text from
various news sources. Techniques for pre-processing, feature extraction, classification, and
prediction are all extensively covered. A “Fake news detection system” has been developed
in this project. Various Hindi news articles have been collected from multiple sources to help
diversify the dataset and train the model better. The project first pre-processes the dataset and
uses the pre-trained Bert model for feature extraction. Then, the data is classified from the
dataset and prediction processes are employed on the dataset. VVarious machine learning
algorithms and deep learning models like Naive Bayes, Long Short-Term Memory, Logistic
Regression have been employed in previous works for the purpose of detecting fake news.
Pre-processing steps include data cleaning, stop words removal, tokenizing, stemming. The
testing and training of the dataset include using the BERT for sequence classification model.
The model is trained and tested against the validation dataset.
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1. Introduction

Fake news is the intentional or unintentional dissemination of unverified, fabricated, or
unauthentic information via social media. In today's world, anyone can upload information on
the internet. Unfortunately, fake news gains a lot of attention especially through the various
social media platforms available. Individuals become misdirected and do not reconsider before
directing such mis-educational pieces to the farthest reaches of the arrangement.

With the rapid rise of social media all across the globe, information and knowledge available
on the internet also has increased vastly. Everything is at the tip of our fingers because of the
internet. But it’s not necessarily a boon. Due to the easy accessibility of information, many
parties, organizations, committees and companies take advantage of this and spread counterfeit



or fake agendas, news, and schemes that benefit their personal purposes. The internet and
especially social media is now being used to manipulate the general audience by misinforming
the readers using bots, cyborgs and scammers. Because of the exponential rise in the spread of
fake news, it is now becoming a big challenge to detect it. Many researchers turn to machine
learning to classify and determine whether the given information is fake or not but have not
been quite successful.

The goal of this research is to determine whether the provided news is fake or not using Hindi
text-based news. Since there haven't been many advancements in the field of identifying or
detecting fake news in Hindi, this project takes on the issue and addresses it with the aid of
numerous research papers that have been carried out in this field. Different classification
models on the dataset will be compared and a model will be finally proposed which can
accurately determine whether the provided news is fake or real with the use of BERT.

2. Literature survey

Many projects have been developed in the field of fake news detection in English. Detecting
fake news can be a difficult task as there are many parameters to be considered. To find the
right model is another big challenge as there are a lot of machine learning and deep leaning
models available and to pick the right model, proper research and understanding of machine
learning is required. Overcoming language barriers is next. Due to the challenge of language
barriers and the lack of datasets available, fake news detection in local languages is still a huge
issue to tackle and not many projects and research has been done in this field. This project takes
up on this issue and uses BERT model [9] to successfully detect fake news in Hindi with the
help of various research papers and projects conducted in this field.

Data is collected either by web scraping [1], a website can be used to scrap fake news and true
news and various classifiers like SVM [1] [7,13], random forests [1,3,4,8] or the combination
of both like in [13] where SVM-RF produces a higher accuracy can be used. Kaggle and other
websites can be used to collect datasets but in this project, web scraping is done. Various
classifiers and deep-learning models have been used in different projects all over the world.
Naive-Bayes is also a famous classifier that is used to calculate probability and how much
certain features influence the result that can be used but as observed in [1,4,9] it produces a
comparatively lower accuracy, but like in [9] BERT + Customised NVB can be used to acquire
a higher accuracy. This combination combines the feature extraction from BERT and the
probability calculation from naive-bayes. This project uses the BERT model [9,10] to train and
classify the dataset. Using the BERT model has a huge advantage over the readability of the
input as it understands ambiguity. Many projects have been made using RNN and CNN [4,10]
but it is found out that BERT is more suitable and produces more accuracy from the related
work and research papers. Graph Transformer network (GTN) [2] can also be used but the
limitation here is emotions and sentiment analysis has not been taken into consideration which
vastly effects the results. TF-IDF and count vectorizer [3,5,7,8] is used for feature extraction
and a weighing scheme [7] that assigns weights to the features involved can be implemented



for feature extraction. A BERT based deep learning approach [10] is implemented and python
libraries are used for the same. BERT is a pre-trained model that helps in feature extraction and
it is a deep learning model in which each output data is connected to each input. Instead of
using regex [13] for pre-processing, this project uses tokenization and generalization [3,5]
using BertTokenizer for assigning numbers to each tokens. After the dataset is trained and
tested, a confusion matrix [9,6] is implemented to obtain the values of accuracy, precision,
recall [2,9,10] which will be the result.

3. Proposed Model

There are various different approaches that can be used for the identification of fake news.
Multiple projects have been made using different machine learning and deep learning models.
In this project, the BERT model has been chosen to classify the given dataset into fake news
and real news. The BERT model is essentially an open-source framework of machine learning
for natural language processing (NLP). BERT was created by Google researches to help
computers in understanding the meaning of ambiguity by establishing context using text. The
BERT framework has already been pre-trained with information taken from the source:
Wikipedia in the form of text and can be tested with question-and-answer datasets.

BERT is an abbreviation for Bidirectional Encoder Representations from Transformers. It is a
deep learning model in which each output data is connected to each input data. Old models like
RNN and CNN could read the text from right to left and vice versa in the past, but not both at
the same time. The BERT model is unique in that sense that it is designed to read and interpret
from both sides. This ability prelude to transformers is known as bidirectionality. BERT is a
transformer-based model and does not use recurrent connections, but only attention and feed-
forward layers. BERT is different from transformers in such a way that BERT only has an
encoder while the transformer has both encoder and decoder.
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We want the model to be able to process patterns in a language, and BERT has the ability to
do so, allowing us to train the model in an efficient manner and categorize the input dataset
into fake and real news. Due to bidirectionality of the BERT model, it produces a higher
accuracy than the other deep learning models like convolutional neural networks (CNN) and
recurrent neural networks (RNN) when it comes to a much larger and complicated datasets.
BERT understands the contextual relationship between different words of the sentence. For
BERT, only an encoder of the transformer is enough.

The major advantage of BERT over the directional models like RNN, LSTM, CNN is that
BERT is non-directional and reads the whole sentence as the input instead of sequential
ordering. It has a significant benefit over the approaches discussed above. It can be quickly
implemented within the parameters of already available models, providing non-specialist fake-
news detection systems available over the internet with understanding of the model's decision-
making process. The model's classification feature, the tokenizer, and the sample are used in
this project. The input for this project is a dataset which will be pre-processed, trained and
tested using TensorFlow, pytorch and transformers. This project uses a BERT model of 12
layer with an uncased vocab.




4. Proposed Solution

4.1. Dataset

The lack of a high-quality dataset presents a serious obstacle to fake news detection. For the
English language, there are a ton of datasets available, however there are hardly any for the
Hindi language. The dataset for this project has been collected across two platforms. Fo fake
news, boomlive has been used and jagranjosh is used for true news. This dataset consists of
2010 rows of various Hindi articles collected across different platforms of which 760 rows are
of fake news and the rest 760 are of true news.

4.2. Pre-processing

Since machines cannot understand text, the raw text has to be translated into numbers before
being utilised as training data. To make the raw data suitable for the classification by the
model used, it should be cleaned and this step is called Pre-processing which makes it
suitable for testing and training in the later stages. The various processes of pre-processing
are: Data cleaning followed by stop words removal. This is followed by extracting the base
word using stemming and TF-IDF. Then, BertTokenizer is used for tokenization.

These steps are briefly discussed below:

4.2.1. Data Cleaning

Data cleaning is used to get rid of unnecessary and irrelevant data that won’t be used in
training the model.  This involves removing null values, improperly formatted data or
noises from the dataset. Making sure the dataset is cleaned is one of the most vital steps as it
boosts the efficiency of the model.

4.2.2. Removing Stop-words

Stop words are the words in a stop list which are frequently used and are of no significance as
they have no influence over the rest and hence can be ignored. These words are removed from the
dataset for easier training. Some of the stop-words in Hindi can be seen in the below fig.



4.2.3. Stemming

Stemming involves discarding the suffixes from the tokens to extract the base form of the
word. For example, for a token named “Speaking”, it will be converted to “speak” and “ing”
will be discarded. Some of the suffixes in Hindi are given in the below fig.
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4.2.4. Tokenization

Tokenization marks the start of the NLP process. It divides a sentence into multiple parts
which consist of understandable words. In this project, we will be using BERT tokenizer to
encode a sentence. It will tokenize all sentences in the dataset and map the tokens to their
respective ids.

original: fdug HHY UI¢ WHR [RYd WY Dg IR IR WBR Dg [YUd IUD oR

Token IDs: [101, 53836, 94464, 22965, 95490, 567, 17277, 13043, 39425, 24573,

4.2. Training and Testing

The dataset is divided into 90% training and 10% validation set. BertTokenizer is used to
tokenize sentences and to map the token to their id’s.



The scikit-learn library is used and train_test_split command is used to split our data into
train and validation datasets for training the model. Then, we convert all inputs and labels
into torch tensors, the required data type for our model.

We use the Datal.oader module from the PyTorch library. Dataloader creates an iterable
around the Dataset to enable easy access to the samples. The batch size for training should be
known as the Datal_oader takes that information. Here, we specify the batch size as 32. Then,
we create the DatalLoader for our training and validation set. Attention masks are created so
that the BERT model knows which tokens contain padding and which don’t. 1 indicates that
the model will pay attention to that token and O indicates that the model will not pay any
attention.

From the transformers module, we import BertForSequenceClassification which is the pre-
trained BERT model with a single linear classification layer on top.

AdamW from the hugging face instead of pytorch is used to finetune the BERT model. The
number of training steps is calculated with the formula: number of batches*number of epochs.
The number of epochs this project is using is 5 and the number of batches is the len(dataloader).
Each training data batch contains three parts: input id’s, attention masks and labels. Loss is a
tensor word that determines how much the predicted values differ from the actual values in the
training data. Forward pass is implemented to calculate the loss. The training loss obtained is
accumulated over all the batches which is 32 in this project and the average loss is calculated
at the end. Now, backward pass is performed to obtain the gradients. Average loss over the
training dataset is calculated and is used for plotting the learning curve.

Each epoch is run and after each epoch is run successfully the performance is measured on the
validation dataset. Then, the model is put into the evaluation mode and logits are calculated
instead of loss. Logits and labels are moved to the CPU. Accuracy of each batch is calculated
at the end. We accumulate the accuracy and the number of batches is tracked using a counter
variable. The final accuracy is reported for the validation run.

. [}
Training loss of the Model

0.5
0.4

0.3

Loss

0.2

[a] 05 i 15 2 2.5 3 35 4
Epoch

As it is observed from the above plot, the loss of the model is reduced after each epoch and it
is almost negligible when epoch=4. The scikit-learn library is used to calculate the results in
terms of the accuracy score, precision score, recall score and f1 score.



5. Results

In the field of fake news detection, numerous papers have been researched and published. In
this field, there is still a lot of room for experimentation. The BERT model was used as the
machine learning model in this paper. The accuracy given by the Bert model we used in this
work is 97.69%. On the other hand, the other models such Naive Bayes Classifier and Logistic
Regression Classifier give an accuracy of 88.23% and 89.15% respectively. However, the
LSTM model gives a slightly better accuracy of 92.36%.

[ 1T from sklearn.metrics import accuracy score, recall score, precision score, f1 score

print{accuracy_score(actual, guesses))
print({recall score(actual, guesses))
print(precision_score(actual, guesses))
print({fl_score(actual, guesses))

8.9769736842185263
8.0368421852631579
8.967741935483871

8.9771936970684038

In conclusion, we can say that the BERT model gives the best accuracy overall.

6. Conclusion

In the field of fake news detection, numerous papers have been researched and published. In
this field, there is still a lot of room for experimentation. The BERT model was used as the
machine learning model in this paper. The project can be modified and can be used for other
local language datasets. After going through multiple research papers, a deep learning model
BERT is implemented and it gives the best accuracy overall when compared to other supervised
learning algorithms like Naive-bayes, Support vector machines, LSTM etc.
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