FORECASTING RAINFALL WITH MACHINE LEARNING
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ABSTRACT: 
Rainfall is one of the most destructive natural disasters and is extremely difficult to model. As a result, a numerical analysis model based on a hydraulic theory and a machine learning algorithm were combined to produce a classification-based real-time rainfall prediction for the ground truth model. Using a two-dimensional inundation model and the environmental protection agency's storm model, the rainfall dataset is built in advance for various rainfall scenarios. The rainfall depth data for each map grid are divided by year based on the average rainfall prediction based on ground truth. If the observed rainfall is entered, a model is built to predict the representative cumulative volume. Rainfall-accuracy based on the actual situation in the proposed ADA SVM, ADA NB, MLP, and J48 algorithm.
Keywords: ADA SVM,ADA NB,MLP, AND J48 ALGORITHM
1. INTRODUCTION
The recent regional effects of climate change are increasing the frequency and intensity of heavy rainfall, which frequently damages urban areas. In recent years, there has been a rapid rise in the frequency of heavy rainfall events with intensities exceeding 30 mm/h, compared to the 1980s. likelihood of damage from urban rain. As a result, there is a growing demand for real-time urban rainfall forecast and warning services that can help people make good decisions in response to rainfall ground truth prediction in urban areas. Event-driven, empirical black box, lumped and distributed, stochastic, deterministic, continuous, and hybrids are just a few of the specific techniques that these models can use to imitate the intricate mathematical expressions of physical processes and basin behavior. The construction of the relationship between the cumulative rainfall and the representative cumulative volume using a neuron-fuzzy model and the spatial expansion of the predicted representative cumulative volume using a regression equation form the foundation of the classification-based real-time rainfall prediction model proposed in this work. This can be accomplished by first analyzing the 1D and 2D models of each possible rainfall scenario and then building a rainfall database from the findings. 
2. LITERATURE REVIEW
2.1 MODELLING OF RAINFALL PREDICTION SYSTEM USING HYBRID NNARX AND EXTENDED KALMAN FILTER
According to F. A. Ruslan et al., the most detested environmental risk is rainfall. This is because rainfalls have impacted the economy of the affected nation and pose a threat to human life. As a result, researchers all over the world must come up with a solution to this issue. In order to anticipate rainfall, a practical and dependable rainfall prediction model is required. The use of NNARX (Neural Network Autoregressive with Exogenous Input) and hybrid NNARX with EKF (Extended Kalman Filter) as models for the rainfall prediction model was therefore suggested in this paper.
2.2 A 3-HOURS RIVER WATER LEVEL RAINFALL PREDICTION MODEL USING NNARX WITH IMPROVES MODELLING STRATEGY
Ramli Adnan et al.'s prediction of rainfall disasters is a promising area for future research due to its effect on the public and economy of the affected nation. The rainfall prediction model was developed using a black-box model that only requires input and output data. The prediction model was developed with the Klang River at Petaling Bridge, Kuala Lumpur, as the rainfall location of studies and 18 steps ahead of time rainfall water level values as targeted output in relation to current time inputs data. The proposed method's prediction results demonstrate significant prediction performance.

2.3 RAINFALLEYE: REAL-TIME FLASH RAINFALL PREDICTION SYSTEM FOR URBAN COMPLEX WATER FLOW
Kei Hiroi et al. A system with multiple water level sensors: high accuracy rainfall prediction and real-time river-level monitoring for urban complex water flow (CWFImplement a CWF prediction system that uses a Linear Regression (LR) deep learning approach with data assimilation to make accurate early predictions and propose a CWF detection scheme. Based on actual installations (over 1,000 days, 13 locations), our system demonstrated that it was able to accurately monitor and forecast rising water levels within five minutes.
2.4 A RAINFALL PREDICTION METHOD BASED ON STREAMING BIG DATA PROCESSING
Chenming Li et al.'s SCS (Soil Conservation Service) model, which is based on traditional computing methods, is inefficient and does not meet the timeliness requirements of some engineering applications for large and medium-scale basin rainfall forecasting. Cluster nonlinearity, parallel processing, and a high computational efficiency are all features of the streaming big data processing. By incorporating streaming big data processing into the standard SCS model, an improved rainfall prediction method is proposed in this paper Finally, the sub-basin runoff is computed in parallel using the streaming big data processing method, and the sub-basin section runoff is integrated, allowing for basin-wide rainfall forecasting. Using a wireless sensor network-based hydrology time series data mining deep learning multilayer perceptron (MLP) for rainfall prediction

2.5 DEEP LEARNING MULTILAYER PERCEPTRON (MLP) FOR RAINFALL PREDICTION MODEL USING WIRELESS SENSOR NETWORK BASED HYDROLOGY TIME SERIES DATA MINING
Indrastanti R. et al. Rainfall disasters are frequent in Indonesia and frequently result in numerous casualties. The development of an accurate rainfall prediction system is necessary to reduce the number of victims.. In time series data forecasting, the most widely used deep learning neural network is the Multilayer Perceptron (MLP).. The control center is on a web server that can be accessed on any computer via the internet, while the term "remote site" refers to equipment in the field or in place of data measurement. One of the algorithms for predicting rainfall events based on rainfall time series data and weir water levels is Multilayer Perceptron.
3. EXISTING METHOD
The existing system of rainfall prediction models played a role in reducing risk, suggesting policy, minimizing human loss of life, and reducing rainfall-related property damage. Over the past two decades, ground truth using Support Vector Machine (SVM) and Linear Regression (LR) has been used to establish the intricate mathematical expressions of the physical processes of rainfall. The management of extreme events and hazards rely heavily on rainfall prediction models. Water resource management strategies, policy recommendations and analysis, and further 0evacuation modeling all benefit greatly from accurate and reliable prediction. As a result, in order to mitigate the damage, advanced systems for short-term and long-term prediction of rainfall and other hydrological events are strongly emphasized.
4.  PROPOSED METHOD
A rainfall monitoring and forecasting system can't just be put into place because it needs to be reliable and have information about it available. The proposed machine learning-based ADA SVM, ADA NB, MLP, and J48 algorithm is used to accurately and efficiently predict rain falling and water resource phenomenaThe neural network was used to predict the anticipated rainfall areas in the target basins by creating rain input data using the input data construction method. The precipitation dataset sources are precipitation and water level, estimated either by ground downpour measures .The performance's rainfall accuracy is categorized using the ADA SVM, ADA NB, MLP, and J48 algorithm that has been proposed.
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	Fig 1. Flow chart
4.1 DATA PRE-PROCESSING
Data pre-processing is a method of data mining that involves converting raw data into a format that can be understood. Certifiable information is frequently fragmented, conflicting, and additionally ailing in specific ways of behaving or drifts, and is probably going to contain numerous mistakes. A tried-and-true approach to resolving such issues is data pre-processing. In the real world, data are frequently lacking: containing only aggregate data, lacking attribute values, or lacking certain attributes of interest. Noisy: containing anomalies or errors. The values of the columns' data are checked using the proposed data pre-processing, and noisy data is removed.
4.2 DATA FEATURE EXTRACTION
When creating a predictive model, the process of reducing the number of input variables is known as feature extraction. Reducing the number of input variables is desirable to both lower the computational cost of modelling and, in some cases, boost the model's performance. The process of automatically or manually selecting the features that contribute the most to your prediction variable or output is known as feature extraction. Modelling accuracy improves as a result of less misleading data. Reduces algorithm complexity, speeds up algorithm training, and requires fewer data points.
4.3 CLASSIFICATION USING ADA SVM, ADA NB, MLP, J48 ALGORITHM
A straightforward machine learning strategy is ADA SVM, ADA NB, MLP, and J48. The most common statistic used to evaluate the ADA SVM, ADA NB, MLP, and J48 algorithms is average accuracy. The performance of the model is significantly influenced by selection of appropriate predictors, ground truth value calculation, and other factors. The classification-based real-time rainfall prediction model takes as its inputs the cumulative rainfall, representative cumulative volume, and topographic data.
5. CONCLUSION
 Utilizing the ADA SVM, ADA NB, MLP, and J48 algorithms, a methodology for classification-based real-time rainfall prediction was developed for either urban or rural rainfall analysis. After that, this model was applied to actual basins to accurately anticipate rainfall in areas. In order to accomplish this, a classification-based real-time rainfall prediction model   was developed and the best input data were chosen through a correlation and uncertainty analysis of the rainfall and rainfall data. By forecasting rainfall-induced rain falling based on the constructed database, the proposed machine learning-based ADA SVM, ADA NB, MLP, and J48 algorithm is able to manage rainfall disaster risk and, as a result, minimize property and human health damage.
6. RESULT ANALYSIS 
Weather forecasting and agriculture both rely heavily on rainfall prediction. Using historical data and other relevant variables, machine learning algorithms can predict rainfall. In this response, I will demonstrate the application of four distinct machine learning algorithms to rainfall prediction: MLP, AdaBoost SVM, AdaBoost Naive Bayes, and J48 all provide superior accuracy.

	Algorithm
	Correctly Classified Instances  
	Incorrectly Classified Instances 

	ADASVM
	52.08%
	47.92%

	ADANB
	56.25%
	43.75%

	MLP
	79.17%
	20.83%

	J48
	54.17%
	45.83%


                  Table1. Accuracy percentage


	fig2. Graph
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