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ABSTRACT--One of the most well-known cancers on the planet, cervical cancer (CC) puts human life at risk and can be exceedingly challenging to treat once it has taken hold in our bodies. This interaction was familiar with work on the analytic precision of Cervical Cancer in such dataset photographs to work on the location and expectation of the illness. In light of the convolutional brain organisation (Convolutional Neural Network) with a rather basic design compared to others, we therefore tried to present a wise and effective grouping model for Cervical Cancer. In a similar vein, we offered a straightforward and useful method for classifying Cervical Cancer from Cytological Images with effective component extraction or precise cell picture division work. This technique aims to accurately and precisely forecast cervical cancer and also indicates the cancer's stage. The technology then automatically generates the diagnosis step that the patient can follow after detecting the stage. helping patients take the required actions to recover from this dangerous illness before it becomes life-threatening. The physical comments on ground truth and other sophisticated cell placement computations are contrasted with the results of the programmed cell identification.  
[bookmark: _Hlk124169831]INTRODUCTION
In women all around the world, cervical cancer is a serious and widespread disease. The patients will benefit from accurate clinical outcome prediction that can be used to modify or improve cervical cancer treatment. One of the trickiest and most difficult undertakings in medicine is cancer treatment. There are still questions about how recent advancements in technology, medicine, and treatment have affected clinical results, despite the fact that the cancer survival rate has dramatically increased over the past few decades (Luo, et al, 2021).
Typically, the parametrium, vagina, urinary bladder, and rectum are among the nearby sites where cervical cancer progresses in a stepwise manner from the initial tumour. Additionally, the cancerous cells have the ability to spread to nearby and far-off areas (Charoenkwan, et al,2021).
This disorder, which results in a tumour in the infected location, is primarily caused by HPV. According to medical experts, the illness is curable with prompt screening and vaccination. Rapid diagnosis and accurate disease identification are required for current cancer research. The typical human body produces 40 to 60 billion new cells daily to replace those that have degenerated or gotten harmed. Sometimes, human cells can overgrow and develop a benign or malignant tumour (Surendiran, et al, 2022). 
Artificial intelligence has emerged in response to the rapid advancement of science and technology, offering more delicate and efficient solutions to a variety of medical imaging issues (Tan, et al ,2021)
Convolutional Neural Networks (CNN) are a modified class of deep neural networks that correlate to interacting with nearby pixels. The input is first made up of a random selection of outlined patches, which are then modified during the preparation process. Using these changed patches, the network can forecast and confirm the conclusion of the testing and validation process after the preparation is complete (Sridevi, et al,2021)
The system will predict whether a person has cervical cancer and identify the stage of the disease after comparing and processing the data provided. The system will then automatically create the next steps in diagnosis that the patient can follow to treat the condition (Shetty, et al,2022)
In order to lower cervical cancer death rates, this research offers a practical model for enhancing the effectiveness of machine learning approaches and classification techniques. The findings of this study can help cervical cancer researchers and doctors make diagnoses. After that, they can start treating the illness, improving the patient's prospects for recovery (Alsmariy, et al 2020)
1.1 Convolutional Neural Network and Cervical Cancer Diagnosis
Voice and image recognition applications frequently employ convolutional neural networks (CNN or ConvNet), a kind of neural network. Without losing any information, the convolutional layer included inside it decreases picture dimensionality. For of reason, CNNs are very well suited for this application (Albawi, et al, 2017, August)
Convolutional Neural Networks are a specific kind of multilayer neural network for spatial data among several deep learning architectures (or CNN or ConvNet.). The visual sense of living things serves as an inspiration for CNN's architecture (Ghosh, et al, 2020)
In digital images, pixel values are stored in a two-dimensional (2D) grid, i.e., an array of numbers and a small grid of parameters called kernel, an optimizable feature extractor, is applied at each image position, making CNNs highly efficient for image processing because a feature can occur anywhere in the image (Hussain, et al, 2019)
Similar to a normal neural network, the construction of CNNs was inspired by neurons in human and animal brains. More specifically, the visual cortex in a cat's brain is formed by a complicated succession of cells; this sequence is replicated by CNN (Yamashita, et al, 2018)
The Papanicolaou (Pap smear) test is a commonly used cervical cancer screening test. The laborious, lengthy, and unpleasant nature of the pap smear test results in considerable inter-operator variability. We use SqueezeNet, a compact CNN-based architecture, to obtain an effective and quick training model. We employ a basic SqueezeNet model that has already been trained, and it is trained using three classes of images from our cervical cancer picture dataset. In this article, we emphasise methods for handling the classification task that use Convolutional Neural Networks (CNNs). SqueezeNet v1.1 is used in this paper. The network architecture includes layer 1, layer 3, and layer 5 pooling layers, and 64 filters with a 3x3 resolution. We have altered the final output number of the convolution layer in order to be able to adapt the three predictions class. The output of this layer that is appropriate is 3, which corresponds to the class prediction number. When compared to MobileNet and SeNet, SqueezeNet outperformed them both by three and six times, respectively and it is Time consuming and expensive (Arifianto, et al, 2021)
A thin layer of cell-based tissues covers a human being's cervix. We refer to the transformation of a cell into a malignant cell, which has the capacity to proliferate and expand quickly, as a tumour the cervical cancer scenario. It may be possible to treat this cancer if it is discovered in time. The diagnosis is typically made through a biopsy and screening process. The spread of the malignancy can be located using image processing techniques. Cervical cancer is the fourth most common reason for a woman to die from cancer. Many Images processing applications, including medical image analysis, have found success with the CNN models. Inspired In order to do this, we suggest a CNNs-based cervical cancer detection technique scheme of classification. Systems based on CNNs require a lot of data for images Here, we propose a convolutional neural network-based method for detecting and classifying cervical cancer cells (CNNs). training, and obtaining a sizable database of medical information is highly challenging. The trained model of a CNN can be utilised as a pretrained model after being trained using a huge amount of data. A training set from a specific database is used to adjust the parameters of the pretrained model. For the testing, this refined model is employed. High Accuracy 0f 99.7% line 2-class problem and 97.2% accuracy in the 7-class problem. By including some hand-crafted features, the system can also be improved (Ghoneim, et al, 2020)	
After administering acetic acid, a woman's cervix is photographed with a computerised colposcope. This method makes it possible to see sections of the cervix that are abnormal and precancerous, which is helpful for automating the identification of cervical pre-cancerous lesions in particular regions of images. In order to detect pre-cancerous lesions, our work proposes a cervical pre-cancerous neural network architecture using a regional-based convolutional neural network. In this study, pre-cancerous lesions are seen using R-CNN, a convolutional neural network created on the basis of digital colposcopy. An algorithm for classifying data based on a mathematical model extracts the attributes used to identify the precancerous traits. With an accuracy rate of 86%, this approach signals the beginning of a possible development in the detection of cervical precancerous cases. It is not always simple to recognise cervical precancerous features, despite the high accuracy rate (Kiptoo, et al, 2020)
Recent years have seen a significant increase in the use of modern artificial intelligence techniques, such as machine learning applications, in the medical and healthcare sectors [6–14]. It can be a great help in identifying diseases, predicting how they will progress, and treating them. It can also greatly improve the work of medical professionals and, in turn, increase the effectiveness and standard of medical care, which has significant implications for raising medical standards overall and in areas with limited access to healthcare resources. In contrast to prior classification models, we attempted to develop an intelligent and effective convolutional neural network (CNN)-based classification model for CC with a very straightforward design. Two groups of picture datasets—the original image group, which contained 3012 datasets, and the expanded image group, which contained 108432 datasets—were used to train and test the model, respectively. Each group contains a set of fixed size RGB photos (227*227) of basaloid, non-keratinizing, and keratinizing squamous. The model was subjected to three-folder cross-validation the accuracy of classification for CC photos was over 93.33%. Accuracy can be improved using DCNN models such as Google Net, VGG etc (Wu, et al, 2018)
Despite having a higher treatment success rate than other cancer kinds once it has been identified, cervical cancer is one of the more common cancer forms in women. To speed up the healing process and boost patient survival rates, cervical cancer must be automatically classified. The death rates rise as a result of poor education, a lack of medical resources, and expensive screening methods. This study describes a technique for early cervical cancer detection based on transfer learning. Prior to training the deep learning model, Pap smear picture noise was removed using a median filter to improve classification accuracy. Pre-trained networks can tell out cancerous from non-cancerous cervical cells. Squeeze Net, VGG-19, Alex Net, ResNet-50, and InceptionV3 are five widely used pre-trained networks. The performance was best by Squeeze Net, which had an accuracy rate of 94.93%. The main issue during the test phase was that training quickly hits the threshold values, which prevented all of the stages from being finished (Senturk, et al, 2021)
Most women report their cancer at advanced stages due to a lack of cancer awareness initiatives, varied pathology, and a lack of adequate screening facilities in poor nations like India, which has a negative impact on the prognosis and clinical results. In the proposed work, we employed machine learning and deep learning techniques to identify a model capable of accurately and sensitively diagnosing cervical cancer. The raw pixel values of an image are used as the convolutional network's input. Some neurons in the output layer were ready. Each neuron's target class corresponds to the output layer, three neurons make up the output layer of the convolutional neural network, each of which corresponds to one of the three types of cervixes, Type 1, Type 2, and Type 3. It is more efficient and has fewer physical efforts. Accuracy of VGG19 can be improved (Kadam, et al, 2022)
One of the most prevalent and deadly malignancies in women is cervical cancer. Despite this, if this cancer is discovered at a precancerous stage, it is completely curable. The most common screening procedure for cervical cancer early detection is the Pap smear test. In this article, we present a thorough analysis of the state-of-the-art deep learning-based methods for the processing of cervical cytology pictures. First step is image acquisition next step is image pre-processing later deep learning methods are applied for image segmentation and image classification. Finally classified into normal and abnormal cells. The patient will benefit from CNN's exceptional performance in the segmentation and classification challenge since it will aid in the early detection, diagnosis, and treatment of cervical cancer. Analysis of overlapping cells remains a difficult task (Rahaman, et al, 2022)

	Author
	Purpose
	Dataset
	Methodology
	Result
	Remark

	Arifianto, et al,2021
	[bookmark: _Hlk124107806]In this article, we emphasise methods for handling the classification task that use Convolutional Neural Networks (CNNs).
	Datasets collected from Dr. Soetomo Hospital
	[bookmark: _Hlk124107827]Squeeze Net v1.1 is used in this paper.
The network architecture includes layer 1, layer 3, and layer 5 pooling layers, and 64 filters with a 3x3 resolution. We have altered the final output number of the convolution layer in order to be able to adapt the three predictions class. The output of this layer that is appropriate is 3, which corresponds to the class prediction number.
	[bookmark: _Hlk124107903]When compared to Mobile Net and Senet, Squeeze Net outperformed them both by three and six times, respectively.
	[bookmark: _Hlk124107945]Time consuming and expensive

	Ghoneim, et al, 2020
	In this article, we suggest a convolutional neural network-based technique for identifying and categorizing cervical cancer cells.
	Herlev Dataset
	[bookmark: _Hlk124108754]The trained model of a CNN can be utilised as a pretrained model after being trained using a huge amount of data. A training set from a specific database is used to adjust the parameters of the pretrained model. For the testing, this refined model is employed.
	[bookmark: _Hlk124108779]High Accuracy 0f 99.7% line 2-class problem and 97.2% accuracy in the 7-class problem
	[bookmark: _Hlk124108800]By including some hand-crafted features, the system can also be improved

	Kiptoo, et al,2020
	In order to detect pre-cancerous lesions, our work proposes a cervical pre-cancerous neural network architecture using a regional-based convolutional neural network.
	Public Kaggle and UCI dataset repositories.
	Utilized in this study to visualize pre-cancerous lesions is R-CNN, a convolutional neural network constructed on the basis of digital colposcopy. Using a classification method built on a mathematical model, the features used in identifying the precancerous traits are retrieved.
	[bookmark: _Hlk124109254]This method heralds a potential development in the identification of cervical precancerous cases, with an accuracy rate of 86%.
	[bookmark: _Hlk124109268]Despite the high accuracy rate, it is not always easy to identify cervical precancerous characteristics.

	Wu, et al, 2018
	[bookmark: _Hlk124109613]In contrast to prior classification models, we attempted to develop an intelligent and effective convolutional neural network (CNN)-based classification model for CC with a very straightforward design.
	Dataset was collected from Xinjiang Medical University
	The extended image group, which had 108432 datasets, and the original image group, which contained 3012 datasets, were the two sets of picture datasets used to train and test the model, respectively. Basaloid, non-keratinizing, and keratinizing squamous RGB pictures in sets of fixed size (227*227) are included in each category. Three-folder cross-validation was performed on the model.
	[bookmark: _Hlk124109657]the accuracy of classification for CC photos was over 93.33%.
	[bookmark: _Hlk124109689]Accuracy can be improved using
 DCNN models such as Google Net, VGG etc

	Senturk, et al, 2021
	[bookmark: _Hlk124109857]This study describes a technique for early cervical cancer detection based on transfer learning.
	SIPaKMeD dataset, a publicly accessible Pap smear pictures that were utilised.
	In order to increase classification accuracy, noise in the Pap smear image was eliminated before training the deep learning model. Cervical cells with and without cancer can be distinguished by pre-trained networks. There are five popular pre-trained networks: Squeeze Net, VGG-19, Alex Net, ResNet-50, and InceptionV3.
	[bookmark: _Hlk124110054]The performance was best by Squeeze Net, which had an accuracy rate of 94.93%.
	The main issue during the test phase was that training quickly hits the threshold values.

	Kadam, et al, 2022
	[bookmark: _Hlk124110240]In the proposed work, we employed machine learning and deep learning techniques to identify a model capable of accurately.
	Dataset collected from HOSPITAL DEN`MARK
	The raw pixel values of an image are used as the convolutional network's input. Each neuron's target class corresponds to the output layer, three neurons make up the output layer of the convolutional neural network, each of which corresponds to one of the three types of cervixes, Type 1, Type 2, and Type 3.
	[bookmark: _Hlk124110270] It is more efficient and has fewer physical efforts.
	Accuracy of VGG19 can be improved

	Rahaman, et al, 2022
	[bookmark: _Hlk124110533]In this article, we present a thorough analysis of the state-of-the-art deep learning-based methods for the processing of cervical cytology pictures.
	publicly available database named ‘‘SIPAKMED’’
	[bookmark: _Hlk124110549]First step is image acquisition next step is image pre-processing later deep learning methods are applied for image segmentation and image classification. Finally classified into normal and abnormal cells.
	[bookmark: _Hlk124110571]The patient will benefit from CNN's exceptional performance in the segmentation and classification challenge since it will aid in the early detection, diagnosis, and treatment of cervical cancer.
	[bookmark: _Hlk124110582]Analysis of overlapping cells remains a difficult task.



1.2 Random Forest and And Cervical Cancer Diagnosis
A well-liked machine learning technique for creating prediction models in numerous research settings is random forest classification (Schonlau, et al, 2020)
Ensemble approaches often offer better generalisation and are less prone to overlearning the data noise. The relative value of the predictors can be usefully ranked using a random forest (Liu, et al, 2017)
When ordinary least-squares regression results were compared to random forest regression results, random forest regression produced a significantly higher adjusted R-squared value than ordinary least-squares regression (Schonlau, et al, 2020)
One of the most prevalent and the fourth most typical malignant tumour in gynaecology, cervical cancer is a severe health issue for women. According to the cervical cancer staging system developed by the International Federation of Obstetrics and Gynaecology (FIGO), surgical resection is frequently used for early cervical cancer, and concurrent chemotherapy and radiation therapy (CCRT) is frequently used clinically for middle and advanced cervical cancer, usually removing the need for radical surgery. In order to evaluate the efficacy of radiation as a type of treatment, this study employs Random Forest. The open-source scikit-learn tools were used to build and improve a random forest model. excellent therapy results. A weakness of this study was the small size of the models (Liu, et al, 2021)
In China, cervical cancer is becoming the biggest cause of mortality for women due to its annual increase in occurrence. However, research has revealed that the extended survival of cervical cancer patients is mostly due to the early detection and precise diagnosis of the disease. Due to its effective and exact categorization, the machine learning approach is an excellent alternative to manual diagnosis when examining Pap smear cervical cell images. To create a trustworthy classification framework for the cervical cell pictures, the random forest classifier and the Relief feature selection technique were merged. Purpose was to evaluate treatment effect of radio therapy using Random Forest. The random forest classifier was combined with the Relief feature selection method. This gives best classification result but cytoplasm features should have been included (Suna, et al, 2017)
According to projections from the Indian Council of Medical Research (ICMR), India would have 1.04 lakh instances of cervical cancer in 2020. The load on current healthcare systems is enormous to stop the spread of this invasive disease because a woman dies from it every eight minutes. Early-stage prediction systems with great specificity might halt the future development of carcinogenic cells because they provide early access to effective therapies and less malignant tumours, which restrict repercussions that would otherwise substantially expand. The random forest regression technique was employed in this work to generalize the strategy to cervical cancer detection. In addition to the Relief F feature selection technique, the random forest classifier was used. The dataset was severely unbalanced, which was a drawback of the high recall rate provided by the biopsy (Gupta, et al ,2021)
In order to replace cells that have died or been damaged, the normal human body produces between 50 and 70 billion new ones each day. Rarely, unchecked human cell proliferation can result in benign or malignant tumours, including tumours. Techniques for machine learning are frequently employed to address issues in the real world, and they are crucial for illness identification in the medical industry. Cervical cancer instances can be categorised using a variety of approaches We use the Random Forest (RF) technique in this investigation. In general, the RF method is crucial machine learning technique because of its benefits for handling unbalanced datasets, quick calculation, and excellent performance Improvement in feature selection using PCA (Principal Component Analysis) with recursive feature elimination The chosen random subset is divided from the root node to a child node by RF until each tree reaches a leaf node. Accuracy of the result was improved. The dataset was missing a lot of values (Abdoh, et al,2018)
Cervical cancer is the fourth most typical malignancy among women globally. Cervical cancer symptoms typically don't manifest themselves until later on. Using Random Forest Classification, the primary goal of this work is to create a classification model. In this work, datasets are balanced using SMOTE methods, and feature selection is done using PCA and RFE. Finally, classification is performed utilising Random Forest in comparison to a variety of other non-applied SMOTE, PCA, and RFE techniques. When SMOTE, PCA, and RFE techniques were utilised, accuracy increased. Only 2-dimensional data is used with SMOTE (Geetha,et al, 2019)

	Author
	Purpose
	Dataset
	Methodology
	Result
	Remark

	Liu, et al, 2021
	To evaluate treatment effect of radio therapy using Random Forest
	First hospital in Qinhuangdao Municipality
	Using the free software package Scikit-Learn, a random forest model was created and improved.
	Treatment effect with high resolution 
	Model size was small

	Suna, et al, 2017
	for improving the performance of feature selection and classification
	Herlev dataset
	The random forest classifier was combined with the Relief feature selection method.
	Gives best classification result
	cytoplasm features should be included

	Gupta, et al ,2021
	 With the use of the random forest regression technique, this work was utilized to generalize the cervical cancer detection strategy.
	858 cases of cervical cancer were reported at the 'Hospital Universitario de Caracas' in Caracas, Venezuela, in a multivariate dataset.
	The fundamental idea was to create multiple binary trees from training sets using random bootstrap samples.
	Biopsy gave high recall rate
	Dataset was highly imbalanced

	Abdoh, et al,2018
	With PCA and recursive feature elimination, feature selection is improved (RFE).
	utilised data came from the University of California, Irvine (UCI)
	up till the leaf node of each tree RF divides the parent node's chosen random subset into a child node.
	Result obtained was with Improved accuracy
	Many values were missing in dataset

	Geetha,et al, 2019
	The primary goal of this work is to develop a classification model utilising Random Forest Classification.
	Kaggle dataset
	In this study, datasets are balanced using SMOTE techniques, followed by feature selection using PCA and RFE, and classification using Random Forest. Results are compared to those obtained without the use of SMOTE, PCA, or RFE techniques.
	Accuracy it was more when SMOTE, PCA and RFE technique were used
	Only 2-dimensional data is used with SMOTE.



1.3 Support Vector Machine and Cervical Cancer Diagnosis
The support vector machine (SVM) is a classification-based machine learning approach. It is based on the notion of addressing the dual form of large-dimensional problems, therefore the classifier only needs a limited number of support vectors to achieve the structural risk minimization principle. Nonlinear and local minimum issues were solved by statistical learning theory. The system call can use the short system frequency to turn the sequence into a call sequence in a high-dimensional space with a certain length of vectors. As a result, anomaly detection may be done using support vector machines (Probst, et al, 2019)
As a result, a supervised learning algorithm examines the training data set and maps it onto a function that is then used to map new samples. Classification is the process by which an algorithm evaluates the decision boundary with the use of known observations from training data. The most typical example of categorization would be detection of spam mails. The most common sort of classification utilised is known as binary classifications, which need the outputs to be discretized between 1 and 0 (Alzubaidi, et al, 2021)
Changes in the genes that regulate how cells grow and divide lead to cervical cancer, which develops from the cervix. This malignancy has the capacity to spread outside of the cervix and into other body organs. There are no symptoms to be seen in the early stages. The only approach to early identify. Cervical cancer is through routine check-ups. Purpose of this paper is to diagnose cervical cancer using Support vector technology. Support vector machine-principal component analysis (SVM-PCA) and support vector machine-recursive feature elimination (SVM-RFE) are two more recommended SVM approaches for the diagnosis of malignant cancer samples (SVM-PCA). The rate of classification is quickened. The data for cervical cancer can be accurately classified using the SVM technique. Limitation of this paper is SVM has high cost of computation (Wu, et al, 2017)
The complexity of the cell structure is what limits the analysis. According to statistics, the fourth most frequent cancer in women globally is cervical cancer. The cancer can be treated if it is discovered at a young age. A Pap smear test is the most common and efficient way to do a preliminary cancer screening. Building a model for automatic nuclei segmentation from pap smear cell pictures is the goal of this work. The first step smear cells and overlapped cells are separately taken then multi thresholding using hill clustering later if it is a single cell then nucleus segmentation is done otherwise nucleus are segmented from overlapped cells finally feature extraction. SVM classifier is used to classify data. The nucleus area is precisely segmented using a multithresholding with histogram-based clustering technique. A single cell had a precision of 99.85%, and 97.71 cells were overlapped. The study is constrained by the intricacy of the cell structure (Somasundaram, et al, 2020)
Cervical cancer is the fourth biggest factor in female fatalities. Cervix damage is the main factor in cervical cancer. The goal of this research is to examine and recommend an enhanced and more reliable cervical cancer prediction tool. Early procedures and tests for detection and prediction were difficult, sophisticated, and demanded knowledge of pathology and medicine. The machine learning approach is used in this work. Using both genetic algorithms and adaptive boosting, this integrated method to disease prediction and detection of cervical cancer. The goal of this study is to look into and make recommendations for an enhanced and more potent cervical cancer prediction tool. Tenfold cross validation is used in training and testing. There are a total of 10 folds, with 9 folds saved for training data and 1fold put aside for operation testing. A benefit of SVM is its independence from the dimensionality of the feature space. Large datasets are not supported by SVM (Sharma, 2019)
Cervical cancer is predisposed to by inheritance, age, human papillomavirus infection, early sexual activity, extended hormonal contraceptive pill usage, STDs, and early sexual activity. Screening considerably aids in the early identification of cervical cancer. Screening techniques for finding cervical cancer include cytology, Schiller, Hinselmann, and the standard biopsy test. In order to forecast the results of Hinselmann, Schiller, cytology, and biopsy, the present study used a machine learning (ML) classifier to run a range of cervical cancer risk markers. The accuracy ratings for the Hinselmann, cytology, and biopsy classifications produced by the SVM classifier were 97.5%, 62.5%, and 98%, respectively. Biopsy precision was just 62.5% (Tak, et al, 2022)
In third-world countries, cervical cancer is the most prevalent and leading cause of death for women. Many factors, including as smoking, poor diet, immunological inadequacies, protracted use of birth control, and others have an impact on it. The goal of the current study was to use machine learning classification approaches to diagnose cervical cancer and identify its main risk factors. Data from 145 patients with 23 characteristics were analysed in a cross-sectional research utilising machine learning classification algorithm as SVM, QUEST, C&R tree, MLP, and RBF. These algorithms were assessed using the criteria of accuracy, sensitivity, specificity, and area under the curve (AUC). This study reveals that the best categorization technique employed was decision trees (Asadi, et al, 2020)

	Author
	Purpose
	Dataset
	Methodology
	Result
	Remark

	Wu, et al, 2017
	Purpose of this paper is to diagnose cervical cancer using Support vector machine.
	repository of University of California at Irvine (UCI)
	SVM-RFE (support vector machine-recursive feature elimination) and SVM-PCA (support vector machine-principal component analysis) are further recommended SVM techniques for the diagnosis of malignant cancer samples (SVM-PCA).
	Classification speed is increased. The SVM approach can accurately classify the data for cervical cancer.
	High cost

	Somasundaram, et al, 2020
	This research aims to develop a model for automatic nuclei segmentation from pap smear cell pictures.
	Pap smear benchmark data
	[bookmark: _Hlk124111008]The first step smear cells and overlapped cells are separately taken then multi thresholding using hill clustering later if it is a single cell then nucleus segmentation is done otherwise nucleus are segmented from overlapped cells finally feature extraction. classification is performed using SVM classifier.
	The nucleus region may be precisely segmented using a multithresholding approach combined with a histogram-based clustering method. 99.85% of a single cell's accuracy and 97.71% of overlapping cells were accurate.
	[bookmark: _Hlk124111053]The complexity of the cell structure is what limits the analysis.

	Manoj Sharma, 2019
	[bookmark: _Hlk124111320]The purpose of this study is to investigate and suggest an improved and more effective cervical cancer prediction tool.
	information obtained from the University Hospital of Caracas in Venezuela
	[bookmark: _Hlk124111331]Training and testing make advantage of 10-fold cross validation. There are 10 folds total, with 9 folds set aside for training data and 1-fold reserved for testing of the operation.
	[bookmark: _Hlk124111359]The independence of SVM from the dimensionality of the feature space is a benefit.
	[bookmark: _Hlk124111375]SVM do not support large dataset

	Tak, et al, 2022
	The purpose of the current work was to predict the results of Hinselmann, Schiller, cytology, and biopsy by running a number of cervical cancer risk indicators through a machine learning (ML) classifier.
	University of California Irvine
	The classifiers used for classification were Decision Trees, Support Vector Machines, K-Nearest Neighbours, and ensemble learning classifiers. Performance measures for the classifiers included sensitivity, specificity, AU-ROC (area under the receiver operator characteristic) curve, accuracy, and AU-ROC.
	With accuracy rates of 97.5%, 62.5%, and 98%, respectively, the SVM classifier was the most accurate at classifying Hinselmann, cytology, and biopsy.
	Accuracy for biopsy was only 62.5%

	Asadi, et al, 2020

	Utilizing machine learning classification methods, the current study sought to detect cervical cancer and identify its key factors
	Shohada Hospital Tehran, Iran
	Data from 145 patients with 23 variables were studied in a cross-sectional study using machine learning classification techniques, including SVM, QUEST, C&R tree, MLP, and RBF. These algorithms were assessed using the metrics of accuracy, sensitivity, specificity, and area under the curve (AUC).
	, The accuracy, sensitivity, specificity and AUC of svm was95.45, 90.00, 100 and 91.50,
	This study proves that decision tree was best among all the applied classification technique 



1.4 Naive Bayes and Cervical Cancer Diagnosis
The Naive Bayesian classification technique is popular in large data analysis and other domains due to its straightforward and quick algorithm structure. The weighting and Laplace calibration were used to improve the naive Bayes classification method in order to address some of its drawbacks. As a result, the algorithm was made more effective (Gaye, et al, 2021)
The Bayes theorem is the foundation of the Nave Bayes Classifier. The Nave Bayes Classifier has been shown to outperform other classification algorithms. Because, first and foremost, the key feature of Nave Bayes is a strong (naive) assumption of independence from each condition or occurrence. Second, its model is straightforward and simple to construct. Finally, the model is adaptable to big data sets (Ghosh, et al, 2019, February)
To enhance the quality of life, we must be aware of preventative measures, such as a Pap smear, an early check-up. The early diagnosis of precancerous problems and typical to aberrant cell modifications that may result in cancer is made possible by a Pap test. As a result, the growth of cells that cause cervical cancer can be halted. This study suggests incorporating the Nave Bayes model (NvB), Nave Bayes and Bagging (NvB+BG), and the Greedy Forward Selection (NvB+GFS) feature in order to categorise 7 data classes, 2 classes of normal and abnormal cervical cancer, and 2 classes of normal and abnormal tissue. Using 10-fold cross validation, the dataset was divided into 10 parts (Riana, et al,2017)
Cancer is an illness that affects a lot of individuals today. Additionally, the process of curing the cancer is generally being hampered. Cancer can cause a treacherous death if it is not detected in its early stages. These malignancies were primarily brought on by using and consuming tobacco. Cervical cancer occurs frequently. Cervical cancer statistics for women nowadays show that it causes about 280,000 cancer cases per year. Every year, fatalities. Additionally, nearly 1 million women are affected by and enduring cervical cancer. The purpose of this paper is identifying the cervical cancer in the female body using Naïve Bayes algorithm. First step is data processing next is summarization of data later using these summarized data first prediction is made finally after all prediction are made accuracy is evaluated. All the attributes are independent of one another and easy when compared to other methods. major flaws are that it exhibits extremely high speculative behaviour on the graph of dispersed data (Girdonia, et al, 2019)
The agent that causes cervical cancer in humans is the human papillomavirus (HPV), and a number of other variables aid in the growth and spread of this virus within the human body. A dataset of risk factors for cervical cancer was analysed in this study, including patient demographics, lifestyle data, historical medical records, and missing data. Data manipulation and cleansing were performed in the initial stage. We then looked at the relationships between the attributes before training and testing alternative models. prediction techniques were used to train and test for positive and negative diagnosis, including Decision Tree, Random Forest, Logistic Regression, Support Vector Machine, and Neural Network. When comparing all of the classifiers, we discovered that naive bayes had the highest precision but a relatively low recall rate (Abdullah, et al, 2019)

	Author
	Purpose
	Dataset
	Methodology
	Result
	Remark

	Razali, et al, 2020
	In this article, we will go over the best classifiers for determining factor for cervical cancer, including Naive Bayes Decision Tree, k-Nearest Neighbours, Random Forest Decision Tree, and Simple Logistic Regression.
	UCI Rep Hospital Universitario de Caracas” in Caracas, Venezuelaository
	In this methodology, there are two crucial stages that call for special focus and attention: 1) Data collection and preparation (pre-processing); and 2) Model development and evaluation.
	Comparing the accuracy, precision, and recall rates of RF to the other six categorization systems, RF performs the best.
	The accuracy of Naive Bayes is the lowest.

	Riana, et al,2017
	The Naive Bayes model, the Naive Bayes and Bagging, and the Greedy Forward Selection feature are suggested for categorising seven data classes, two classes of normal and abnormal classes, and cervical cancer.
	Herlev dataset
	Tenfold cross validation was used to split the dataset into 10 segments. For the first set of data, testing was done, and on sets two through ten, training.
Feature selection using Greedy Forward Selection was done in the second stage (GFS). After feature selection, a Bagging model based on Naive Bayes would randomly re-create the cross-validated training data as fresh training data.
	According to the experiment results in this study, the classification accuracy for the two normal and abnormal classes was 92.15%, the highest accuracy value on the NvB+GFS model.
63.25 percent of the seven classes correctly classified.
	It was still possible to increase accuracy for the categorization of the seven classes, which was only 63.25% in the NvB+GFS+BG model.

	Girdonia, et al, 2019
	[bookmark: _Hlk124106120]The purpose of this paper is identifying the cervical cancer in the female body using Naïve Bayes algorithm
	Dataset are collected from UCI
	[bookmark: _Hlk124106136]First step is data processing next is summarization of data later using these summerized data first prediction is made finally after all prediction are made accuracy is evaluated
	[bookmark: _Hlk124106152]All the attributes are independent of one another and easy when compared to other methods.
	[bookmark: _Hlk124106166]major flaws are that it exhibits extremely high speculative behaviour on the graph of dispersed data

	Abdullah, et al, 2019
	In this research, examined various pre-processing methods on a dataset of risk factors for cervical cancer 
	859 women were surveyed to gather the data.
	The initial phase involved manipulating and cleaning the data. Next, we assessed the correlation between the attributes, and ultimately, we trained and tested various models.
	 Naive Bayes has the highest precision
	 Naive Bayes has a relatively poor recall rate.



CONCLUSION
Cervical cancer is one of the most common malignant tumours in the world and is very dangerous to human life. Mechanism of Cervical Cancer Prediction: Victimization Convolutional neural networks provide for the most straightforward and precise cell identification method imaginable. In contrast to existing models, our approach provides a sensible and affordable classification model for cervical cancer supported by machine learning.
Using microscopic anatomy and precise cell image segmentation, this method is straightforward and useful for classifying cervical cancer in the hands of medical specialists. In contrast to the previous machine learning method, which only took input in the form of raw visual data.
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One of the most well


-


known cancers on 


the planet, cervical cancer (CC) 


puts human life at risk and can be exceedingly challenging to treat once it has taken 


hold in our bodies. This interaction was familiar with work on the analytic precision of 


Cervical Cancer in such dataset photographs to w


ork on the location and expectation 


of the illness. In light of the convolutional brain organisation (Convolutional Neural 


Network) with a rather basic design compared to others, we therefore tried to present 


a wise and effective grouping model for Cervica


l Cancer. In a similar vein, we offered a 


straightforward and useful method for classifying Cervical Cancer from Cytological 


Images with effective component extraction or precise cell picture division work.


 


This 


technique aims to accurately and precisely f


orecast cervical cancer and also indicates 


the cancer's stage. The technology then automatically generates the diagnosis step that 


the patient can follow after detecting the stage. helping patients take the required 


actions to recover from this dangerous i


llness before it becomes life
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threatening. The 


physical comments on ground truth and other sophisticated cell placement 


computations are contrasted with the results of the programmed cell identification.
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In women all around the world, cerv


ical cancer is a serious and widespread disease. The 


patients will benefit from accurate clinical outcome prediction that can be used to modify or 


improve cervical cancer treatment. One of the trickiest and most difficult undertakings in 


medicine is cancer


 


treatment. There are still questions about how recent advancements in 


technology, medicine, and treatment have affected clinical results, despite the fact that the 


cancer survival rate has dramatically increased over the past few decades (Luo,


 


et al, 


2021).


 


Typically, the parametrium, vagina, urinary bladder, and rectum are among the nearby sites 


where cervical cancer progresses in a stepwise manner from the initial tumour. Additionally, 


the cancerous cells have the ability to spread to nearby and far
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off areas (Charoenkwan, et 


al,2021).


 


This disorder, which results in a tumour in the infected location, is primarily caused 


by HPV. According to medical experts, the illness is curable with prompt screening and 
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