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|. ABSTRACT

These days, automation and self-learning are not
just available to humans. If you look out toward
the horizon of the automobile industry, you can
see that a brand-new, thrilling period—the era of
self-driving cars—is beginning to take shape.
when people won't have to pay attention to the
road as they drive. Vehicles will transport us to
our destinations blazingly quickly and
effectively, eliminating any worries about
distracted driving or difficult rush hour journeys.
The foundation of autonomous driving is sensor
fusion and computer vision.

In this project, a system is created which is,
ideally, capable of automatically driving a
vehicle on streets without any human input
required. In addition to cameras and IR sensors,
the vehicle would also have an on-board
computer for making decisions.We would also
need to use machine learning for certain
applications such as object detection for
detecting other vehicles, traffic sign detection,
etc. We would also need to use anavigation
system such as Google Maps in orderto obtain
waypoint data. the project will be deployed as a
software demonstration on a car simulator.

The effective integration of the ASDVC
controller in self-driving cars could significantly
improve the sustainability and dependability of
mobility for the next generation of vehicular
transportation systems.

Il. LITERATURE SURVEY

Based on the annotated highway vehicle object
dataset, the YOLOv3 object identification
algorithm developed the end-to-end highway
vehicle detection model. The road surface area
was divided into a remote area and a proximal
area to solve the issues of small item
identification and multi-scale variation of the
object. To get good vehicle detection results in
the monitoring field, the two road regions of

each frame were successively detected. The
location of the object in the picture might be
foreseen. In the realm of highway management,
intelligent vehicle detection and counting
becoming more and more crucial. However,
because vehicles come in a variety of sizes, it
might be difficult to detect them, which has an
impact on how accurately counts of vehicles are
made. This research suggests a vision-based
vehicle identification and counting system to
address this problem[1].

the widespread adoption of CNNs, many pattern
recognition projects were completed with an
initial stage of self-created components that were
extracted and then subsequently followed by
classifiers. Convolutional neural networks
(CNNs) have painted a completely different
image of pattern recognition. The traits we used
were learned from training instances of CNN
growth. Since the convolution process captures
the specific image's 2D characteristics, image
recognition is where this technique is most
frequently applied. Similar to how the
convolution kernel scans the entire image, it
utilizes fewer parameters than the total number

of operations to do so[2].

The automatic driving module controls the
necessary actuators in accordance with the
planning module's specifications to ensure that
the vehicle follows the desired travel trajectory
and speed profile. Therefore, the stability and
safety of the autonomous car depend greatly on
the effectiveness of the automatic driving control
system. Both longitudinal and lateral controllers
are a part of the autonomous vehicle's automatic
driving control system. The lateral controller
adjusts the steering wheel to follow the vehicle's
course, while the longitudinal controller controls
the speed of the vehicle. Over the last few
decades, numerous researchers have taken use of
the driving control system's architecture [3].

Finding certain patterns, characteristics, or
signals in pictures, such edges, gradients,
coloured segments, and colour distributions, is



the key component of vehicle detection. Such a
standard expedites or directs the vehicle
detection process. The literature has recently
offered three basic strategies to address the issue
of vehicle detection and tracking. The first
method relies solely on the camera as a sensor.
The second one relies on laser range finders, or
LiDARs . The third method is also based on the
merging of camera and lidar signals . Premebida
et at early .'s research into the third strategy
involved the development of a vehicle
identification system that combined data from a
monocular camera and a LiDAR. A Gaussian
Mixture Model classifier is used in the system
phases for the laser space, while an AdaBoost
classifier is used in the vision space. A
judgement mechanism known as the Bayesian
sum is used to aggregate the findings. The
preliminary experimental findings indicate an
84% success rate [4].

Early vehicle detection studies included manual
detection and exploiting the vehicle's features
(Sun et al., 2006b). More lately, machine
learning techniques have gained popularity and
a variety of methods have been put out. The
latter situation often uses convolutional neural
network-based approaches, whereas the former
methods typically identify the attributes of the
vehicles for detection purposes. Active safety
protectionfor vehicles has grown in popularity
in recent years thanks to the quick development
of advanced driving assistance technologies,
which started with parking assistance and
expanded to include lane departure warning,
forward collision warning, and active distance
control cruise. However, there are a number of
crucial difficulties with the forward collision
warning systems that use images. In this paper,
a method for implementing real-time neural
network operations on low-computing GPU
devices is proposed [5].

The fact that the project makes use of less
expensive hardware and freely downloadable
software enhances access to similar setups. The
vision system is sensitive to noise, and different
room designs, colours, lighting setups, and
times of day seem to have a big impact on how
well it works. The project produced a fully
functional custom hardware platform with a
machine learning pipeline from beginning to
end that enables automated data collection and
labelling, as well as complex models like the
second iteration of the proposed architecture
implementation that enables the car to
autonomously navigate randomly generated,
uncharted tracks and even perform behaviour
[5].

Accurate positioning solutions must be developed
to take into account a variety of uncertainties,

including pedestrian behaviour, chance encounters
with objects, and the types of roadways and their
environments, in order to provide safe and
dependable intelligent transportation systems. In this
research, we examine the additional fields and
technologies needed to create an autonomous car and
analyse pertinent literature. In this study, weexamine
the state of research and development for
autonomous vehicles in the areas of environment
detection, pedestrian detection, path planning,
motion control, and vehicle cybersecurity. Our goal
is to research and contrast the various potential
technologies. These technologies must be developed
in order for an automobile to be fully driverless [6].

The vehicle has seen numerous evolutionary
improvements since the introduction of the Model T,
but none compare to the revolution that the Model T
itself had ignited. However, the development of fully
autonomous vehicles may change that. Within a
decade, self-driving cars may be available on the
market, but the goal of this project is to debate the
ethical and financial implications of that future.
Automobiles that can drive themselves are referred
to as autonomous vehicles. Automobile autonomy
has been prototyped since the 1980s, but it hasn't
been extensively tested on real roads that regular
drivers share wuntil recently. Automakers are
competing to be the first to provide total autonomy
to the market because they now believe that it can be
a significant selling factor for their cars. The idea of
automation is not new, and it has been constantly
advancing along with technological advancement.
For instance, automated elevators were created
around the start of the 20th century. But the
development of autonomous technology and
acceptance of autonomy are two distinct processes.
Although it took nearly 50 years for autonomous
elevators to become popular, today manual elevators
and the industry that relied on them, elevator
operating, are essentially extinct[7].

New technologies to improve the handling and
effectiveness of the car are developed and used
annually in the ever-evolving automotive industry.
Autonomous vehicles, the most anticipated and
discussed topic, will completely change how people
travel. Experts are assessing the benefits and
drawbacks of autonomous vehicles as their
introduction approaches. The effects have been
thoroughly discussed, but there is no doubt that the
benefits of the driverless concept are substantial and
cannot be ignored. Additionally, whether an impact
is positive or negative largely depends on the
mindset of the people using it, so regulations and
rules must be established for better outcomes [8].



1. METHODOLOGY
1. CONVOLUTIONAL NEURAL NETWORKS

Similar to conventional ANNSs, convolutional neural
networks (CNNs) are made up of neurons that train to
optimize their own performance. Each neuron will continue
to take in information and carry out a function that forms
the basis for countless ANNs. Convolutional neural
networks have evolved recently, making object detection
more accurate and quicker. Tens or even hundreds of layers
can be present in a convolutional neural network, and each
layer can be trained to recognize various features of an
image. Each training image is subjected to filters at various
resolutions, and the output of each convolved image is used
as the input to the following layer. Beginning with very
basic features like brightness and edges, the filters can get
more complex until they reach characteristics that
specifically identify the object. The comparison of
computation speeds is also included.

2. IMAGE DETECTION

Image Detection: Image detection refers to the process of
identifying and locating objects or features within an
image. This process is typically accomplished through the
use of computer vision algorithms that analyze the pixel
values and patterns in an image to detect specific objects or
features. Image detection has numerous applications in
fields such as security, medical imaging, and autonomous
vehicles. One common approach to image detection is to
use convolutional neural networks (CNNs), which are deep
learning models that are trained on large datasets of labeled
images to recognize specific objects or patterns within an
image.

3. IMAGE PREPROCESSING

Image Pre Processing: Image preprocessing is an essential
step in image analysis and computer vision, as it involves
cleaning and enhancing the image data to prepare it for
further analysis. This process typically involves several
operations such as noise reduction, image denoising, image
filtering, contrast enhancement, and image normalization.
The main goal of image preprocessing is to improve the
quality of the image data, reduce the amount of noise or
artifacts, and highlight relevant features or structures that
are necessary for further analysis or object detection. Image
preprocessing is crucial for machine learning algorithms as
it helps to improve the accuracy of image classification,
object detection, and other computer vision tasks. Some of
the common techniques used in image preprocessing
include smoothing filters such as Gaussian or median
filters, edge detection, image thresholding, and
morphological operations such as dilation and erosion.
Overall, image preprocessing is a critical step in image
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analysis, and the choice of the specific techniques used
depends on the specific task and characteristics of the input
image data.

4. IMAGE CLASSIFICATION

Image classification is a fundamental task in computer
vision, which involves assigning a label or category to an
image based on its content or visual features. This task is
accomplished by using machine learning algorithms such as
convolutional neural networks (CNNs), which are trained on
large datasets of labeled images. The process of image
classification typically involves several steps, including
image pre-processing, feature extraction, and classification.
The pre-processing step involves cleaning and enhancing
the input image data to prepare it for further analysis.
Feature extraction involves identifying relevant features or
patterns within the image data, which are then used to train
the machine learning algorithm. Finally, the machine
learning algorithm assigns a label or category to the image
based on the identified features. Image classification has
numerous applications, including image search, object
recognition, and autonomous vehicles. Overall, image
classification is a powerful tool for automated image
analysis and understanding, and it continues to be an active
area of research and development in the field of computer
vision.

5. IMAGE RECOGNITION

Image recognition is a process of identifying and detecting

objects or features within an image. This process involves
using computer vision algorithms that analyze the pixel
values and patterns in an image to recognize specific objects
or patterns within it. Image recognition is a more general
term that encompasses a variety of image analysis tasks,
including image classification, object detection, and
segmentation. The main goal of image recognition is to
accurately identify the content of an image, which can be
used in various applications such as facial recognition,
autonomous vehicles, and image search. Image recognition
algorithms typically rely on deep learning models, such as
convolutional neural networks (CNNs), which are trained on
large datasets of labeled images to recognize specific objects
or patterns within an image. Image recognition is a rapidly
evolving field, with new techniques and applications
emerging regularly, and it continues to be an active area of
research and development in the field of computer vision.



6. YOLO V3 ALGORITHM
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FIGURE 2: IMAGE DETECTION
1. IMAGE CAPTURE

Image capture is an essential step in the process of image
detection as it is the process of acquiring an image through
a camera or other image acquisition devices. The quality and
resolution of the captured image play a crucial role in the
accuracy of object detection. Image capture can be
performed using various devices such as digital cameras,
smartphones, scanners, or specialized cameras designed for
computer vision applications.

2. FEATURE DETECTION

Feature detection is a crucial step in image detection that
involves identifying and extracting relevant features or
patterns within an image. These features are then used to
train machine learning models for object detection,
recognition, and tracking. Overall, feature detection is a
critical step in image detection, and it plays a crucial role in
the accuracy and efficiency of the detection algorithm. By
identifying and extracting relevant features within an image,
the algorithm can accurately detect, recognize, and track
objects within the image data.

3. COLLECTING PUTATIONG POINTS

Collecting putative points is an essential step in image
detection, particularly in object recognition and tracking.
The putative points are the feature points extracted from
the image that potentially correspond to the object of
interest. These points are then used to compute the
transformation between the current and the previous
frame, which is essential for object tracking.

8. VIDEO DETECTION FLOW PROCESS
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FIGURE 3: VIDEO DETECTION

A video detection flowchart is a diagram that illustrates the
steps involved in detecting objects or events in a video stream.
The flowchart typically consists of a series of boxes that
represent different stages in the process, connected by arrows
that show the direction of the flow. The first step in the
flowchart is typically video acquisition, where a video stream
is captured by a camera or other imaging device. The next step
is often preprocessing, where the video is enhanced or filtered
to improve the quality or reduce noise.

The next stage is typically object detection, where a computer
algorithm is used to identify and locate objects of interest
within the video stream. This may involve training a machine
learning model on a set of labeled data to recognize specific
objects, or using more general computer vision techniques to
detect motion or changes in pixel intensity.

9. REAL TIME DETECTION FLOW PROCESS
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FIGURE 4: REAL TIME DETECTION

A flow diagram for object tracking typically consists of a
series of interconnected shapes or symbols that represent
different stages or processes involved in tracking an object.
The diagram may include the following elements:

1. INPUT

The diagram typically starts with an input symbol or shape that
represents the source of data or information that is used to
track the object. This could be a video stream, a series of
images, or some other form of data input.

2. PREPROCESSING

The next stage in the diagram is typically a preprocessing step
that involves cleaning and enhancing the data to make it
suitable for tracking. This may include tasks such as noise
reduction, image segmentation, and feature extraction.

3. OBJECT DETECTION

The next step in the flow diagram is typically object detection,
where the algorithm identifies the presence of objects in the
input data. This may involve using techniques such as
background subtraction, thresholding, and template matching.

4. OBJECT TRACKING

Once the object has been detected, the tracking algorithm
begins to follow its movement through time and space. This
may involve various techniques such as Kalman filtering,
optical flow, or particle filtering.

5. OUTPUT

Finally, the output stage of the flow diagram produces the
results of the object tracking process, such as the object's
trajectory, velocity, and other relevant information. This
output may be used for various applications such as
surveillance, robotics, or human-computer interaction.

10. PID CONTROLLER

PID controller stands for Proportional Integral Derivate
Controller. The general idea of how PID controller works is
actually quite simple. A PID Controller basically just
computes the error rate, in the case of a self-driving car, the
error generally considered is cross-track error. Cross track
error is increased when vehicle moves out from one lane to
another. The controller tries to adjust the parameters to
minimize this error and tries to maintain the vehicle within its
lane.
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FIGURE 5: PID CONTROLLER

IV. EXPECTED OUTCOMES

The creation of a real-time object detection system that and
detects objects using neural networks and deep learning. In a
similar vein, the system needed to be maintained using
reasonable hardware. During the coding process, a number of
deep-learning structures were tested. In order to make self-
driving more effective, this work's main contribution is to test
the pre-trained models with SSD on various dataset types to
identify which model is better at accurately detecting and
recognizing the object. It also identifies which model
performs best on which dataset.

V. CONCLUSION

The real takeaway from all of this is that technological
advancements are unavoidable, and that we should prepare
for them rather than fear them. The implications for society
of automation and driverless vehicles are numerous. Humans
have never been able to stop technological advancement, and
they will not be able to stop change indefinitely, despite the
fact that they have been able to slow it down, as was the case
with the introduction of the automated elevator. Despite the
significant progress made in autonomous technology over the
past few years, we think it is still too early to predict whether
or not AVs beyond Level 3 Automation will be economically
viable. We believe that efforts to make all levels of
automation more robust will soon lead to automated vehicles
operating on efficient and secure roads. Furthermore, given
the rapid advancement of intelligent transportation systems,
the educational system must unquestionably adapt to these
new technologies. to make sure a wider range of topics, such
as software development, electrical engineering, and
environmental and energy sustainability, are covered.
Because of the camera, ambient light and brightness have an
impact on driving. Therefore, to get good performance, a
high-quality camera is required. Every sensor works when it's
needed and shuts off when it's not.
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