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Abstract— Agriculture is one of the major and the least paid occupation in India, where most of the workers are elderly people and most of them work remotely at rubber estates, teak plantations, tea plantations  at high altitudes and unsteady terrain. The objective of agriculture fall detection using machine learning is to improve the safety of agricultural workers and reduce the risk of injury or death due to falls. This can help to reduce severity of injuries and potentially save lives.An automated fall detection system will provide timely assistance and hence, it will reduce medical care costs significantly. The paper presents a machine learning framework consisting of data collection, pre-processing of data, feature extraction and machine learning classifiers. They comprise Random Forest, Naïve Bayes & Decision Tree Classifiers. The Random Forest algorithm combines multiple decision trees to improve accuracy of the classification model, it can handle noisy and complex data. Naïve Bayes handles uncertain and missing data in the input. Decision Tree Classifier is a class capable of performing multi-class classification on a dataset. We analyse original acquisition datasets of values obtained from two accelerometers and on gyroscope performing falls and Activities of Daily Living (ADL) from three dimensional axis (x, y, z). Datasets are pre-processed using pandas is split to train and test model. The accuracy, precision and recall values are calculated using accuracy_score from Sci-Kit learn. Spatial characteristics were used to train the machine learning classifiers to distinguish between fall and non-fall event. The activity can be monitored by respective farm controller using a web application and alert sound is given if the model detects fall or unusual activity.
Keywords—Fall Detection, Machine Learning, Classifiers, Activities of Daily Living, Gait analysis, Monitoring, Health system 
I. Introduction
Agriculture is a sector that is widespread in our country, but taken the least care off. Proper surveillance and care of agricultural workers is being ignored or is significantly lower. Workers in Tea plantations, Rubber or Teak plantations ( hilly regions ) working stranded are prone to be unnoticed in case of fall or injury. A proper fall detection and alert system would be advisable to keep track of their movements and endure their safety.
According to surveys by World Health Organization (WHO), elder agricultural workers are vulnerable to work-related injuries such as chronic musculoskeletal disorders or fractures and the frequency of fall and injury also increases from 28% to 42% as age increases from 50 to 60 years old. The bone fracture in elderly caused by a fall showed the slowest healing rate. Other complications such as pneumonia and bedsores can occur which can lead to death in worst case. The injured workers may also have difficulty in independent daily life due to fear and psychological atrophy they feel in response to fall accident, which reduces their quality of life.

Machine learning based FDS (Fall Detection System) research refers that monitors observation targets in real-time and automatically warns people during an emergency. In various other countries, researches are underway to establish a fall database on a vast amount of metadata collected from agricultural fields, elderly care facilities or living environment of the elderly. Accidental falls and ADLs that may occur during agricultural activities are mimicked and classified. The data from three-axis inertial sensors (accelerometer and gyroscope) values are obtained in a spreadsheet. The raw data is calculated using a benchmarked model and feature extraction method by using Pandas. The model is trained by dividing the data into training and testing sets. The fall and ADL classification performance is accessed in terms of acuuracy_score, F1 score, precision and recall using Random Forest, Naïve Bayes and Decision Tree classifiers.
II. related works
All the correlated works that have been done that are related to the current problem are follows.  [1] S.R. Lord, J.A. Ward, “An Epidemiological study of Falls in Older Community : The Randwick falls and fracture study”, Austral J Public Health, vol17,no 3,pp 240-255.[5] I. Kim, K. Kim, T. Seo and M. Ko, “ A study on an ICT based system for safe management of agricultural facilities for farmers’ safety activities”, J. Ergonom. Soc. Korea, vol. 37, no. 4, pp. 489-502, 2018.[6] C.Y. Hsiech, W.C. Chu, “Novel hierarchical fall detection algorithm using a multiphase fall model”, Sensors, vol. 17, no. 2, p. 307, Feb. 2017.[7]O. Aziz, M. Musngi, E.J. Park, S.N. Robinovitch, “A comparison of accuracy of fall detection algorithms (threshold-based vs. machine learning) using waist-mounted tri-axial accelerometer signals from a comprehensive set of falls and non fall trials”, Med. Biol. Eng. Comput., vol. 55, no. 1, pp. 45-55, Jan. 2017. 
III. Problem definiton
Thorough research of similar models developed before pointed out that they were developed using a combination of K-Nearest Neighbor (KNN) and Support Vector Machine(SVM) algorithms and some were developed using Convolutional Neural Networks(CNN) in deep learning. The data collected are based on Two axis inertial sensors (either accelerometer or gyroscope along x-y plane). The problem we identified is, that the data could be less effective in accurately predicting falls  when collected based on two axis. KNN,SVM and CNN doesn’t give instantaneous output based on dynamic data at faster rates. KNN is non parametric, therefore it is slower to process large amount of datasets at instantaneous rate. SVM consumes large training time and tend to be usable beyond certain limits of data points. 
IV. Proposed system


Proposed work concerns developing an efficient Machine learning model using combination of Random Forest, Naïve Bayes and Decision Tree classifiers. The raw data regarding the movement of the agricultural workers and that of elderly are collected from Kaggle and other certain renowned datasets as Three axis inertial data comprising of accelerometer and gyroscope values which provides depth to the motion and variation. The datasets are trained and tested using models of the above proposed algorithms and each of them are checked for precision, recall and f1 scores by using accuracy_score module in Sci-Kit Learn. The model that performs the best is finalized and added to a pickle file which is later integrated to the application to evaluate the data.

The controller of the agricultural area or someone responsible is given login credentials to a web based page. After logging in, the monitoring page would be visible. Our ML model continuously scans and evaluates data from the field sensors placed on farmers and categorizes falls and ADLs. If slip or fall or any unusual activity is detected, an alarm sound is generated so that the responsible authorities could take necessary actions
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Fig 1. Block Diagram of ML Model
A. Data Collection

Dataset on various movement parameters are collected to train the model and predict outcomes. These values are arranged in a spreadsheet for better access. The parameters are acceleration rate, gyroscopic values from the limbs in three graphical dimensions (x, y, z) axis. The parameters for collecting data are as follows:

· Acceleration values from left ankle (alx, aly, alz).
· Gyroscopic values from left ankle (glx, gly, glz).

· Acceleration values from right wrist (arx, ary, arz).

· Gyroscopic values from right wrist (grx, gry, grz).

· Activity data points – corresponding 7 activities (Forward, backward, slip and fall, trip and fall, bump and fall, up and down).
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         Fig 2. Data Collected in Spreadsheet

B. Data Pre Processing

Information is collected from various sources and stores in spreadsheet in raw format. The dataset might have null values, undesignated spaces, unknown formats. These variables confuse the ML model and isn’t suitable for analysis. Data from spreadsheets should be extracted through a variable to the ML model for testing and training.

Preprocessing techniques are used in order to refine data and make it suitable for the algorithms to perform tasks. Pandas library is used to process the data. It scans through the entire raw data and replaces NULL spaces with Zero(0) such that there aren’t any undefined data points for the model to process. It extracts values from raw data and substitutes to local variable for better classification of datasets. Proper datasets are obtained from raw data after data preprocessing.

C. Training and Testing Datasets

For choosing a better ML model we split our datasets into train and test. We split our datasets in a 3:1 ratio so that there is sufficient data to train and test the model. Here 70% of data is procures for training and remaining 30% is allotted for testing the trained models. The Sk-learn train_test_split function helps us create our training and test data. This function is executed in two sequences (repititions).
· x_train
  : Training part of Raw data

· x_test 
  : Test results of Raw data

· y_Train
  : Training of Test data

· y_Test    :  Test Results of Test data

x_train and y_train are data to create model. Input x_test should be more or less similar to y_test; the closer the model train output x_test is to y_test, the more accurate the model is. After training and testing the datasets with each of the three models, it is then evaluated for its performance and a final predictive model is developed.
D. Predictive Model Creation

Predictive modeling is performed to forecast likely outcomes with the aid of historical and existing data. We analyze the trained and tested data and projecting what it learns to create instances to perform action when certain circumstances occur. We split the prepared dataset and perform cross validation. It is done to estimate how model makes prediction on data not used during training of the model. We perform machine learning optimization to iteratively improve accuracy of model, lowering degree of error. We use Ramp library from Sci-Kit Learn for this process. After successfully performing predictive analysis on each of the trained and tested models, these models are evaluated based on precision, recall, accuracy and F1 scores to finalize the best model out of three for predicting falls and ADLs.
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Fig 3. Performance Evaluation of Each Model
E. Interface To Monitor Results

We create the User Interface (UI) as a web application file using HTML and CSS. The HTML file is run on the system terminal by accessing Local Host. A link is generated which is pasted in chrome which runs the apk file made consisting of the model. The data is accessed from the local storage by using Flask framework. The monitoring process is done and when the model detects any faulty activity like (fall, slip, trip, bump) an Alert Sound is produced.
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Fig 4. Running file on terminal to get local link
V. classification model
In this work, we propose the use of three models, Random Forest, Naïve Bayes and Decision Tree classifier. We train and test the data through each model, predictive analysis is also done on the above mentioned three models and are evaluated. Based on the performance evaluation results [fig.3] the final model which is best suitable for prediction and classification of falls is selected.
A. Random Forest

Random Forest is a popular machine learning algorithm that belongs to the supervised learning technique. It can be used for both Classification and Regression problems in ML. It is based on the concept of ensemble learning, which is a process of combining multiple classifiers to solve a complex problem and to improve the performance of the model. Since the random forest combines multiple trees to predict the class of the dataset, it is possible that some decision trees may predict correct output while others doesn’t. 

We will fit the Random Forest Algorithm to the training set by importing RandomForestClassifier from sklearn.ensemble library.
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Fig 4. Visualizing Training Set Result using RFA
Performance evaluation is then done on this model and confusion matrix is obtained.
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Fig 5. Confusion Matrix of Random Forest after Performance Evaluation
B. Naïve Bayes Classifier
Naïve Bayes algorithm is a supervised learning algorithm, which is based on Bayes theorem and used for solving classification problems. It is a probabilistic classifier, it predicts on the basis of probability of an event occurring. Naïve Bayes assumes that all features are independent or unrelated, so it cannot learn the relationship between the various features.

After the preprocessing, we will fit Naïve Bayes model to the training set by importing GaussianNB classifier from sklearn.naive_bayes library.
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Fig 6. Visualizing Training Set Result using Naïve Bayes
Performance Evaluation is then done on this model and confusion matrix is obtained.
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Fig 7. Confusion Matrix of Naïve Bayes Classifier after Performance Evaluation
C. Decision Tree Classifier
Decision tree is a supervised learning technique that can be used for both classification as well as regression. The internal nodes represent the features of a dataset and branches represent decision rules and each leaf node the outcomes. Decision trees usually act like human thinking which makes it easy to understand.

It is very useful for solving decision related problems. We fit the model to the training set by importing DecisionTreeClassifier from sklearn.tree library 
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Fig 8. Visualizing Training Set Result using Decision Tree Classifier
Performance Evaluation is then done on this model and confusion matrix is obtained.
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Fig 9. Confusion Matrix of Decision Tree Classifier after Performance Evaluation
VI. finalized model

       After the completion of performance evaluation of the proposed three models, and comparing the results of performance from [Fig 3, Fig 5, Fig 7, Fig 9], it is shown that Decision Tree Classifier works the best with peak performance, precision, recall and F1 scores with least number of False positives and False negatives when executed in our Dataset compared to other proposed classification models.

       The Decision Tree classifier helps to think about all the possible outcomes for a problem. There is less requirement of data cleaning compared to other algorithms. Hence the finalized model is stored in a pickle file and is accessed later.
      Pickle is used to serialize python object structures, which refers to converting object which is in memory to byte stream that is stored as binary file on disk. When we load it, this file is de-serialized back to python object. Serialization refers to the process of converting an object in memory to byte stream that is stored on a disk or sent over a network.

VII. software requirements

A. Python IDLE 3.11.1

IDLE is an integrated Development Environment for python. Python3.11.1 is the newest version of the Python programming language and it contains many new features and optimizations including fine-grained error locations, atomic grouping, etc.

B. Sci-Kit Learn 
Sci-Kit Learn is an open source data analysis library, and the gold standard for Machine Learning in python ecosystem. Key concepts and features include algorithmic decision making methods including classification, regression, etc. It provides simple and efficient tools for predictive analysis and is built on NumPy, SciPy, MatPlotLib.
C. Flask
Flask is a web application framework written in python. It has multiple modules that makes it easier for a web developer to write applications without having to worry about the details like protocol management, thread management, etc. Flask gives a variety of choices for developing web applications and it gives us the necessary tools and libraries that allow us to build a minimalistic web application.

VIII. output screens
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Fig 10. User Registration Screen
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Fig 11. User Login Screen
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Fig 12. Home Screen 
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Fig 13. Data Collection 
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Fig 14. Result / Output with alarm sound
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Fig 15. Result Screen
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