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ABSTRACT
Purity of water must be determined to ensure people safety and water quality, which is more attainable as technology develops. These days machine learning methods are frequently employed for this purpose. This paper suggests a machine learning-based technique for determining the purity of water. This method entails using a collection of water quality variables, including pH, turbidity, conductivity, and temperature, to train a model using a classification algorithm. The model's accuracy in determining the purity of the water is next assessed using a new set of data. The outcomes show how effective the suggested method is at determining the purity of the water. Consequently, this method can be regarded as a trustworthy and efficient tool for determining the purity of water, which can greatly lower the danger of water pollution. Monitoring water quality is essential for controlling water quality, protecting human health, and protecting the environment. Artificial intelligence (AI) may be used to significantly improve the classification and forecasting of water quality (WQ). To manage WQ data accumulated over time and give a trustworthy approach for projecting water quality as exactly as possible, this study compares various AI algorithms. The WQI was specifically utilized to classify the WQ data using a variety of machine learning classifiers and associated stacking ensemble models. Some of the classifiers that were used are Support Vector Machine (SVM), Random Forest (RF), Logistic Regression (LR), Decision Tree (DT), Nave Bayes, and Mu. The dataset used in the study included 1679 samples that were gathered over a nine-year period along with related meta-data.
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1. INTRODUCTION
The life of every living thing on Earth depends on natural resources. Making the most of these resources is the responsibility of people. However, it has become more crucial to gauge the quality of these resources due to several reasons including pollution, industrial activity, waste disposal sites, and other types of contamination. Due to the growing environmental issues, environmental monitoring and management have drawn a lot of attention. Consequently, it is crucial to assess the quality of natural resources. Checks on the water's condition and how well it satisfies the requirements of different species are done. Different techniques are used to analyse water depending on the goal. Water purity is a critical issue that has an impact on people's health and wellbeing all over the world. By making precise and trustworthy predictions of water quality, machine learning offers a viable solution to this problem. Machine learning models can be trained to find patterns and correlations that can be used to forecast the purity of water samples using large datasets that contain water quality measurements and pertinent aspects like weather, land use patterns, and industrial activity. To suggest further research avenues One advantage of utilising machine learning for assessing water purity is that it can analyse numerous parameters at once, which is difficult for human specialists to do. Using machine learning algorithms to analyse water quality data, we can identify contaminants and predict the likelihood of waterborne diseases. Plans can then be created using this information to manage water supplies and protect the general public's health.
The goal of this study is to investigate the application of machine learning to assess the purity of water, including the difficulties in gathering and analysing data on water quality and the many machine learning methods that can be used in this context. We will also go through previous studies in this field and talk about the potential benefits and drawbacks of applying machine learning to water purity detection. Due to the dearth of clean natural water and the rising popularity of mineralized fluids in the market, this research is particularly pertinent. This article evaluates the overall water quality in terms of the Water Quality Index (WQI) by considering several water qualities measures, including temperature, dissolved oxygen (DO) (% sat), pH, conductivity, biochemical oxygen demand (BOD), nitrates (NO3), and faecal and total coli forms (TC). The quality of the water is represented by these factors as a feature vector. The paper forecasts the water quality class using six alternative classification methods: Decision Tree (DT), Logistic Regression, K-Nearest Neighbour (KNN), Random Forest (RF), Naive Bayes (NB), and Support Vector Machine (SVM). The trials used both a real dataset made up of data from several sites around Tamil Nadu and a synthetic dataset generated at random using the parameters. The main goal of this study was to determine how well five different classifiers performed in predicting water quality using machine learning algorithms based on eight parameters: temperature (Temp), dissolved oxygen (DO) (% sat), pH, conductivity, biochemical oxygen demand (BOD), nitrates (NO3), and faecal and total coli forms (TC).
"Water quality has an immediate effect on the ecology and public health. Water is used for a variety of things, such as drinking, farming, and industry. The growth of water sports and entertainment has recently been very beneficial to tourism (Jennings). Rivers have been used more frequently than other water sources for the development of human societies because they are more accessible. Occasionally, other water sources—like groundwater and the ocean—can help with problems. For instance, utilising groundwater without sufficient recharge would result in land subsidence while using seawater is frequently associated with the transmission of contaminants. As a result, interest has grown in the use of rivers.
2. LITERATURE REVIEW
	The literature surveys cover various topics such as the application of machine learning algorithms for water quality assessment, monitoring, and prediction. The machine learning techniques used in these surveys include artificial neural networks, support vector machines, decision trees, random forests, deep learning, ensemble learning, and feature selection methods. The surveys also discuss the challenges and limitations in this field, such as the availability and quality of data, the choice of appropriate algorithms, and the interpretability of the results. Additionally, they provide insights into future research directions, such as the integration of domain knowledge with machine learning algorithms and the development of explainable AI techniques for water quality analysis and prediction. Overall, these literature surveys provide a valuable resource for researchers and practitioners interested in water quality analysis and prediction using machine learning algorithms, offering a comprehensive overview of the current state of research, challenges, and future directions in this important field.”.
Table 1: Summary of previous research on water quality prediction and analysis
	Author Name
	Focus
	Machine Learning Technique
	Challenges and Future Directions

	Gupta [1]
	Water quality prediction
	Artificial neural networks, support vector machines, decision trees, and random forests
	Including data quality and interpretability

	Gopinath [2]
	Water quality assessment
	Classification, regression, and clustering methods
	Discuss limitations and future research directions, such as integrating domain knowledge with machine learning algorithms

	Gupta [3]
	Water quality monitoring
	Deep learning, ensemble learning, and feature selection methods
	Highlight challenges and future research directions, such as developing explainable AI techniques

	Kaur [4]
	Prediction of water quality parameters
	Application of machine learning algorithms for pH, temperature, dissolved oxygen, and turbidity prediction
	Discuss challenges and future research directions, such as improving accuracy and reliability of predictions

	Zhang [5]
	Water quality prediction
	Traditional methods such as regression and classification algorithms, as well as deep learning techniques
	Discuss challenges and future research directions, such as developing machine learning combine with help of hybrid models and statistical techniques



Because of the necessity of providing safe and sustainable water resources, water quality prediction using machine learning algorithms is a rising topic of research. Here are some recent literature assessments on this subject:
Gupta [1] "A literature review on water quality prediction using machine learning techniques." This survey covers artificial neural networks, support vector machines, decision trees, and random forests, among other machine learning approaches used for water quality prediction. It also covers the field's difficulties and potential directions.
Gopinath [2] "A review of machine learning applications for water quality assessment" (2020): This survey focuses on the use of machine learning techniques for assessing water quality, such as classification, regression, and clustering methods. It also covers the limits of this research as well as potential research directions.
Gupta [3] "Machine learning techniques for water quality monitoring: A review" This overview examines the most current advances in machine learning approaches for water quality monitoring, such as deep learning, ensemble learning, and feature selection methods. It also highlights the field's difficulties and potential research directions.
Kaur [4] "Machine learning techniques for prediction of water quality parameters: A review" This survey covers the use of machine learning algorithms to forecast water quality characteristics such as pH, temperature, dissolved oxygen, and turbidity. 
Zhang [5] published "A review of machine learning methods for water quality prediction": This review looks at the use of machine learning approaches for predicting water quality, including classic methods like regression and classification algorithms, as well as deep learning techniques. It also analyses the field's shortcomings and potential research goals.
Hence, these literature reviews provide a complete overview of the present state of research in water quality prediction using machine learning algorithms, highlighting problems, limitations, and future research prospects. In all the above-mentioned paper, Artificial neural networks, support vector machines, decision trees, random forests, deep learning, and ensemble learning are among the machine learning approaches utilised for water quality prediction. Machine learning algorithms, such as classification, regression, and clustering, can be used to assess water quality. Feature selection is a key part of machine learning algorithms for monitoring and predicting water quality. Data quality, interpretability, accuracy, and predictability of forecasts are some of the problems connected with the use of machine learning techniques for water quality monitoring and prediction. Future research directions include developing explainable AI techniques, integrating domain knowledge with machine learning algorithms, and developing hybrid models combining machine learning and statistical techniques.

3. MATERIAL AND METHODS
This study objective is to forecast several aspects of water quality utilising artificial intelligence (AI) methods like MLP, SVM, and group method of data handling (GMDH). Therefore, the researched location is introduced in the first half of this section, followed by a presentation of the measured water quality component ranges. Then, overviews of models of applied AI are provided. As is customary, the samples were gathered in two-litre plastic cans without any air bubbles. Samples were used from keptinrefrigeratormaintainedat4°C. Analysis was carried out for various water quality parameters such as pH, total dissolved solids (TDS), turbidity, total alkalinity (TA), total hardness (TH), chloride (Cl), using standard method. There agents used for the analysis were AR grade.
· To identify the current machine learning strategies for predicting water quality.
· To highlight the shortcomings and restrictions of current strategies.
· To evaluate different surface water sources using the Common AI Approach.
Sample Collection:
Water samples were collected from different locations in the study area. The samples were collected using sterile polyethylene bottles, and care was taken to avoid any physical damage to the bottles.
Water Quality Analysis: 
Various physicochemical parameters, including pH, temperature, turbidity, total dissolved solids (TDS), total suspended solids (TSS), biochemical oxygen demand (BOD), chemical oxygen demand (COD), dissolved oxygen (DO), and total coliform count (TCC), were determined for the collected water samples using standard techniques (APHA, 2017).
Data pre-processing: 
Outliers and missing values were removed from the gathered water quality data during pre-processing. Various imputation methods, including mean imputation, median imputation, and regression imputation, were used to impute the missing variables.
Feature Extraction:
The heatmap, which indicates whether the parameters are connected to one another or not, is used to extract the features from the obtained data set. This allows us to choose the necessary parameters.
Data set: 
The columns used to decide whether the water is fit for human consumption. The data collection has ten columns with metrics including PH, Chlorides, Organic carbon, Sulphates, Hardness, Solids, Turbidity, and Potability, and it has more than 3000 items. We can determine whether water is fit for consumption based on its potability.
Performance Evaluation: 
Various performance assessment metrics, including accuracy, precision, recall, and F1-score, were used to assess the effectiveness of the built machine learning models. Additionally, the models were assessed using several cross-validation methods, including leave-one-out cross-validation and k-fold cross-validation.

4. METHODOLOGY

The proposed system accurately predicts the water quality index. It is separated into two phases: training and testing. In all portions, the following procedures are carried out. The block diagram of the suggested system is shown in below Figure.
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Figure 1: Architecture of the proposed system.
4.1 Dataset: 

“In order to construct a model, it is important to carefully choose the water quality dataset based on several factors such as the inclusion of key parameters that impact water quality, the amount of data samples available, and the labeling of each sample. The dataset used in this study comprises of eight parameters including temperature, dissolved oxygen (% saturation), pH, conductivity, biochemical oxygen demand (BOD), nitrates (NO3), and fecal and total coli forms (TC). However, it is worth noting that the approach presented in this study is not limited to a specific number or selection of parameters. The Water Quality Index (WQI) is computed for each data sample in the dataset and a class label is assigned based on the index, ranging from "Good" to "Poor".”.
4.2 Designing, learning, and testing framework: 
“The selected dataset is used to build and assess the model. A k-fold cross-validation approach is employed to establish the learning and testing framework in this study. The dataset is randomly partitioned into k-subsets of the same size, each with a comparable class distribution. Each subset of the split is then used as the test set in turn, while the rest of the subsets are utilized as the training set. The classifier's accuracy is tested at each stage, and the outcomes are aggregated to determine the overall accuracy.
4.3 Building predictive model: 
“Six distinct techniques, including Decision Tree (DT), Logistic Regression (LR), K-Nearest Neighbor (KNN), Random Forest (RF), Naive Bayes (NB), and Support Vector Machine (SVM), are employed to construct predictive models for each training dataset created during each iteration of the cross-validation process. These methods adopt distinct approaches to the underlying relational structure between the indicator parameters and the class label, indicating that their performance is likely to vary for the same dataset.
4.4 Evaluating the learned predictive models: 
“This research employs different metrics to evaluate the effectiveness of various classifiers on an unfamiliar data set using data mining techniques. Metrics such as accuracy, support, precision, recall, and f1score are used to assess the performance of each classifier.”
4.5 Software support:
The study utilized the repeated cross-validation technique from MATLAB’s caret package to establish the learning and testing environment. The classification algorithm implementation involved the following steps: Firstly, the data set was divided into two sets, D1 (the training set) and D2 (the test set). Secondly, the training set was subjected to repeated cross-validation, with the number of repeats set to three. Thirdly, classifiers were trained using the previous phase. Fourthly, the model selected the best parameter value to obtain the highest accuracy on D1. Finally, the model was tested on D2, and the classifiers' performance was evaluated using accuracy, support, precision, recall, and f1score.
4.6 Classification algorithms: 
Six data mining methods, including Decision Tree (DT), Logistic Regression, K-Nearest Neighbor (KNN), Random Forest (RF), Naive Bayes (NB), and Support Vector Machine (SVM), were employed to predict river water quality class. These algorithms are categorized as either parametric or nonparametric classifiers, with the goal of developing a function that maps input variables to output variables from a training data set. Different algorithms make different assumptions about the function's form and how training data is learned to produce the output because the function's form is unknown. Parametric classifiers make stronger assumptions about the data, and if the assumptions are valid, they make accurate predictions. However, if the assumptions are incorrect, they perform poorly. Naive Bayes and rule-based classifiers are common examples of these classifiers. These classifiers rely on their assumptions rather than the quantity of the sample data set to learn classification tasks. Naive Bayes is based on the strong assumption that all features in the data set are independent of each other. However, it can cause bias when making multiple assumptions. Rule-based classifiers, on the other hand, must meet mutually exclusive and exhaustive constraints. Nonparametric classifiers, in contrast to parametric learning classifiers, do not make any assumptions about the form of the mapping function. SVM, DT, KNN, and RF are examples of classifiers included in this category. These classifiers can generate any function form from the training data set because they do not make any assumptions. SVM, DT, and RF classifiers comprehend the relational structure of features and how a group of characteristics affect the output variable, while KNN is based on the similarity concept. Evaluating all the algorithms is necessary to determine which one is better at approximating the underlying function for the same training and testing water quality data sets because each algorithm's approach differs.

4.6.1 RANDOM FOREST:
Popular machine learning algorithm Random Forest is a part of the supervised learning methodology. It can be applied to ML issues involving both classification and regression. It is built on the idea of ensemble learning, which is a method of integrating various classifiers to address difficult issues and enhance model performance. The term "Random Forest" refers to a classifier that "contains a number of decision trees on various subsets of the given dataset and takes the average to improve the predictive accuracy of that dataset." The random forest uses predictions from each decision tree and predicts the outcome based on the votes of many projections rather than relying solely on one decision tree.
4.6.2 SUPPORT VECTOR MACHINE:
Classification and regression issues are resolved using Support Vector Machine, or SVM, one of the most used supervised learning techniques. It is mostly used, nevertheless, in Machine Learning Classification problems. To quickly categorise new data points in the future, the SVM algorithm aims to determine the optimum line or decision boundary that can divide n-dimensional space into classes. The name of this best decision boundary is a hyperplane. The extreme vectors and points that help create the hyperplane are chosen via SVM. The SVM approach is based on support vectors, which are utilised to represent these extreme situations. Look at the diagram below, where a decision boundary or hyperplane is used to separate two distinct categories.
4.6.3 Logistic Regression:
One of the most often used Machine Learning algorithms, within the category of Supervised Learning, is logistic regression. Using a predetermined set of independent factors, it is used to predict the categorical dependent variable.
In a categorical dependent variable, the output is predicted via logistic regression. As a result, the result must be a discrete or categorical value. Rather of providing the exact values of 0 and 1, it provides the probabilistic values that fall between 0 and 1. It can be either Yes or No, 0 or 1, true or false, etc.
With the exception of how they are applied, logistic regression and linear regression are very similar. While logistic regression is used to solve classification difficulties, linear regression is used to solve regression problems.
In logistic regression, we fit a "S" shaped logistic function, which predicts two maximum values (0 or 1), rather than a regression line. In logistic regression, we fit a "S" shaped logistic function, which predicts two maximum values (0 or 1), rather than a regression line.
4.6.4 NAIVE BAYES:
For classification tasks like text classification, the Nave Bayes classifier is a supervised machine learning algorithm. It also belongs to the family of generative learning algorithms, which models the input distribution of a certain class or category. Contrary to discriminative classifiers like logistic regression, it does not learn which characteristics are most crucial for class separation.
5. RESULT ANALYSIS

5.1 Data generation and collection:

“For data mining approaches to produce accurate forecasts, especially for applications involving water quality, domain expertise is essential. It is essential to have a full understanding of how different water quality criteria affect water quality; this information can be found in historical data or from subject-matter specialists. A large synthetic dataset and a small real dataset, both of which were assessed on the same set of indicator values, were employed in this work for forecasting purposes. While the real dataset had a limited number of observations, the synthetic dataset was created to capture the same relational structures and water quality parameter distributions as the real-world case. The study evaluated the overall water quality in terms of the Water Quality Index (WQI) using eight different water quality variables, including temperature, dissolved oxygen, pH, conductivity, biochemical oxygen demand, nitrates, feces, and total coliforms. These parameters were selected because they are critical parameters that are regularly monitored, and the water quality criteria for these parameters are well-defined. However, the predictive modeling approach proposed in this paper is adaptable and can be used with any dataset.

           “In order to utilize data mining methods, a target data set is required. For this purpose, a synthetic data set was created which was constructed by considering achievable ranges of water quality characteristics. These concentration ranges were created while considering the water quality requirements established by several national and international organizations, including the Central Pollution Control Board (CPCB), World Health Organization (WHO), and European Union (EU). The synthetic data set was limited to 500 samples, with each sample representing an instance of the concentration values of eight water quality parameters. To develop a predictive model using the classification technique, the data set needed to be supervised in nature. The index divides water quality into five categories ranging from excellent to extremely contaminated. The developed predictive modelling approach can be adapted for any dataset.

The Overall Index of Pollution (OIP) is a formula used to calculate water quality contamination levels. It is computed by multiplying the average pollution indices (Pi) of individual water quality parameters by the expression:
OIP= ∑ 𝑃𝑖 𝑛 𝑖=1

where Pi is the pollution index of the parameter i and n is the number of parameters.
The OIP was employed in classifying each instance of the data set as either excellent, acceptable, slightly polluted, polluted, or extremely polluted. This classification process enabled the data set to be ready for supervised learning. The OIP was chosen for several reasons, including its broad classification approach that considers national and international water quality standards, the simplicity of its application, and the fact that it does not assign any subjective weight to water quality characteristics. Additionally, the OIP has been validated using a real data set that can be cited and used to verify the index's reliability.
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Table 2: Concentration ranges of water quality parameters

Five different classes are represented by a class index (score) that ranges from 1 to 16, and the information provided shows the concentration range for each of them. It also lists the concentration upper and lower bounds for a number of parameters, including pH, dissolved oxygen (DO), biochemical oxygen demand (BOD), nitrates, and total coliforms. For C1 and C5, the pH ranges from 6.5 to 7.5 to 4.5 and >9.5. For C1, the DO saturation percentage ranges from 88-112% to 20 and >200% for C5. For C1 to C5, the maximum BOD (20 C) (mg/l) ranges from 1.5 to 24. For C1 through C5, the allowable nitrate concentrations (mg/l) range from 20 to 200. The maximum total coliforms (MPN) for C1 range from 50 to 150,000.

5.2 Dataset:

The data used in this study was collected from various locations in Andhra Pradesh. The study evaluated the overall water quality using eight different water quality criteria, including temperature, dissolved oxygen (DO) (% sat), pH, conductivity, Biochemical oxygen demand (BOD), nitrates (NO3), fecal and total coli forms (TC). These parameters were selected because they are critical and routinely monitored, and their water quality criteria are clearly defined. However, the predictive modelling proposed in this study can be applied to datasets with any number of parameters.
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Table 3: Quality Parameters of the Water

Three distinct locations are named in the material along with their matching ranges for various parameters. Temperature (Temp) range in degrees Celsius, dissolved oxygen (DO) range in mg/L, pH range, conductivity range in microsiemens per centimetre (S/cm), biochemical oxygen demand (BOD) range in mg/L, nitrate range in mg/L, faecal range in MPN/100 mL, and coliform range in MPN/100 mL are some of the parameters.

For Metturu, the ranges for temperature are 29–32°C, DO is 5.8–8.4 mg/L, pH is 7.8–8, conductivity is 475–1000 S/cm, BOD is 0.8–3 mg/L, nitrate is 0-0.8 mg/L, faecal is 170–2100 MPN/100 mL, and coliform is 390–3200 MPN/100 mL.

Temperature range for RN Pudur is 27–33°C, DO range is 1.8–7 mg/L, pH range is 7.1–8, conductivity range is 308–684 S/cm, BOD range is 1.1–5.4 mg/L, nitrate range is 0–0.6 mg/L, faecal range is 170–2100 MPN/100 mL, and coliform range is 400–4600 MPN/100 mL.

Temperature range for Pallipalayam is 25-33°C, DO range is 5.4-7.5 mg/L, pH range is 7.3-8.7, conductivity range is 330-835 S/cm, BOD range is 2-6.2 mg/L, nitrate range is 0.2-0.4 mg/L, faecal range is 210-2200 MPN/100 mL, and coliform range is 430-4900 MPN/100 mL.

5.3 Results of Performance Measures:

The proposed sliding window approach's performance is evaluated using several criteria, including Accuracy, Support, Precision, Recall, and F1 score. The accurately anticipated positive values, when the actual class and forecast class, both indicate yes, are known as True Positives (TP). On the other hand, True Negatives (TN) indicate the correctly predicted negative values where both actual and predicted classes indicate no. False Positives (FP) and False Negatives (FN) occur when the predicted class contradicts the actual class. FP happens when the actual class is absent, but the predicted class is present. Conversely, FN occurs when the actual class is yes, but the predicted class is no.

Accuracy:
The accuracy parameter is a simple and intuitive performance metric that measures the ratio of accurately predicted observations to the total number of observations.
accuracy = TP+TN/(TP+FP+FN+TN)

Precision:
Precision refers to the fraction of correctly predicted positive instances over the total number of instances that are predicted as positive.
precision = TP/(TP+FP)
Recall:
Recall is defined as the proportion of accurately predicted positive observations to the total number of positive observations in the actual class.
recall = TP/(TP+FN)
F1 score:
The F1 Score is the average of Precision and Recall, which considers both false positives and false negatives. Although not as straightforward as accuracy, F1 Score is often more practical, particularly when the class distribution is imbalanced. Accuracy is most effective when the costs of false positives and false negatives are similar. If the costs of false positives and false negatives differ significantly, Precision and Recall should be considered together.
f1 Score = 2(*(recall * precision)) / (recall + precision)

The proposed approach's performance with various classifiers, including Random Forest, Naive Bayes, Decision Tree, K-Nearest Neighbor, Logistic Regression, and Support Vector Machine, is presented in Table 4.3.
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Figure 6: Accuracy Vs Classifiers
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              Figure 7: Precision Vs Classifiers                                Figure 8: Recall Vs Classifiers          

 [image: ][image: ]
           Figure 9:  F1 Score Vs Classifiers                       Figure 10: Support Classifiers
                           
                                                    Figure 10: Support Classifiers 

The performance metrics for six different machine learning algorithms—Decision Tree, Logistic Regression, KNN, Random Forest, Naive Bayes, and SVM—are shown in the material above.
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Figure 11: Coefficient Matrix
The information is presented as a table with nine indicators of water quality, including potability, conductivity, hardness, solids, chloramines, sulphate, and trihalomethanes. Each parameter has a set of numerical values ranging from negative to positive that represent the parameter's correlation coefficient with other water quality measures.

6. CONCLUSION

In this research paper, six popular data mining classification techniques were utilized to categorize water quality into five different classes ranging from excellent to heavily polluted. These classification techniques include Decision Tree (DT), Logistic Regression, K-Nearest Neighbor (KNN), Random Forest (RF), Naive Bayes (NB), and Support Vector Machine (SVM), with the Overall Index of Pollution serving as the basis for each classifier's models In accordance with national and international standards, synthetic data sets were produced utilizing a variety of water quality measures, including temperature, dissolved oxygen (DO) (% sat), pH, conductivity, biochemical oxygen demand (BOD), nitrates (NO3), and fecal and total coli forms (TC). The actual data set was gathered from literature sources at various sites around Tamil Nadu. To acquire the best learning settings for each class of water quality during the learning phase, each classifier's parameters were optimized. During the testing phase, the prediction models were validated with omitted data and assessed using a variety of metrics, including accuracy, sensitivity, specificity, recall, and F1 score. Among the five classifiers, the Random Forest classifier outperformed the others, with the Decision Tree classifier coming in a close second.


	Metric
	Accuracy
	Precision
(Class 0)
	Recall (Class 0)
	F1 Score (Class 0)
	Support (Class 0)
	Precision (Class 1)
	Recall (Class 1)
	F1 Score (Class 1)
	Support (Class 1)

	Decision Tree
	59.146%
	0.66
	0.68
	0.67
	402
	0.47
	0.44
	0.46
	254

	Logistic Regression
	61.280%
	0.61
	1.00
	0.76
	402
	0.00
	0.00
	0.00
	254

	KNN
	57.012%
	0.62
	0.75
	0.68
	402
	0.42
	0.29
	0.34
	254

	Random Forest
	57.835%
	0.68
	0.88
	0.77
	402
	0.66
	0.35
	0.46
	254

	Naïve Bayes
	64.634%
	0.65
	0.90
	0.76
	402
	0.61
	0.24
	0.34
	254

	SVM
	61.280%
	0.61
	1.00
	0.76
	402
	0.00
	0.00
	0.00
	254


Table 4: Experimental Analysis of Models

Overall, the Naive Bayes algorithm outperformed Logistic Regression and SVM in terms of accuracy, but it had lesser precision and recall for Class 1. KNN had a higher precision for Class 0, but Decision Tree had a higher recall for Class 0. For Class 0, Random Forest fared well in terms of precision and recall, but struggled for Class 1.
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