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Abstract: Plants are the meals supply of the earth. Plant infections and illnesses
are consequently a first-rate threat, however the maximum not un-usual place
prognosis is basically to study flora for the presence or absence of visible
symptoms. The agricultural production of the country gets affected majorly due
to pests as they affect the plants and crops. The detection and identification of
disease is been observed by farmers and experts through their naked eyes. Based
on the leaf image classification, an approach of plant disease recognition model
is being developed with the help of deep convolutional networks. Early detection
of diseases to which plants are exposed is very important, especially in a country
like India with a large population. The diseases caused by bacteria, virus and
fungus results on lowering the crop yield in a huge aspect. The loss can be
prevented by predicting the plant disease at the earliest. With the help of Deep
Learning concepts, the performance and accuracy of disease detection can be
improved. It uses image processing concepts for noise reduction, ML and DL
concepts i.e., CNN for Problem Solving. This project captures plants and leaf
disease and helps farmers to identify and detect the solutions for the problem that
IS being infected.

Keywords: Plant Disease Recognition Model, Image Classification, Plant
Disease Recognition, Image Processing, Machine Learning Concepts, Deep

Learning Concepts
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1. INTRODUCTION

According to April 2020, Country Like has a population of around 1.38 billion, with an
estimated 95.8 million working as farmers in India. Note that 18% of India's GDP comes via
the agriculture category. If agriculture turned into revolutionized, the situation of the
neighborhood farmers might create quite a few employment and enlargement possibilities
withinside the agricultural sectors. In India, the improvement and studies on pesticides,
fungicides and herbicides has been stepped forward very well. Agriculture has always been the
backbone of developing countries. In order to make the people of such countries economically
wealthy and strong, they must harvest sufficient quality and quantity from agriculture. Many
crops are damaged each year by bad weather, viruses and various plant diseases. Identification
of new diseases on plants and crops have been failed by farmers. So, plant does now no longer
get precise remedy for precise ailment or viruses. Usually many farmers can't manage to pay
for the specialists advices because of loss of cash and different instances like traveling lengthy
distance to get the assist, and the time-ingesting strategies. Today's higher generation has
enabled human beings to offer the ok vitamins and nourishment had to meet the wishes of the
world's developing populace. The illness of vegetation haven't any inclination withinside the
improvement which might also additionally waken hardships greater basically than half. The
signs exhibited via way of means of the vegetation result in an wrong diagnosis, as non-expert
gardeners might also additionally have a more difficult time recognizing them than plant
pathologists. An automated gadget designed to help perceive plant sicknesses via way of means
of the plant's look and visible signs is probably of superb assist to amateurs withinside the
gardening procedure and skilled specialists as a affirmation gadget in ailment diagnostics
Vegetables and culmination are not unusual place gadgets and the main agricultural things.
Powerful dependence on engineered pesticides achieves the immoderate substance content
material fabric which creates withinside the earth, air, water, and shockingly in our bodies
antagonistically have an impact at the environment. Farmers can take advantage of the
information age of precision farming to gather facts and make gratifying choices over excess
agricultural performance. Precision farming can be used for batch packages including crop pest
detection, weed exposure, crop yielding, and crop disease detection. Farmers use pesticides to
control pests, prevent disease, and increase yields. Plant ailment detection is paramount to a hit
agricultural gadget. Farmers commonly understand plant ailment signs with the bare eye and
this calls for steady monitoring.



Using a normal camera, virtually click on a photo of the affected vicinity and add it to the
gadget, and the ailment can be diagnosed and an appropriate remedy and insecticides can be
supplied if needed. Exponential populace growth, climatic situations additionally motive plant
sicknesses. To come across ailment, leaves should be cautiously monitored. Most vegetation
are stricken by numerous fungal and bacterial sicknesses. In preprocessing, the cropped
snapshots are scaled to 256*256 resolution to estimate computation time. A background
reduction technique was performed to shift the past history about the image. Deep studying-
primarily based totally strategies, specifically CNNs, are the maximum promising procedures

for routinely studying essential and identifiable features.

Deep studying (DL) includes numerous convolutional layers that constitute residences found
out from statistics. Plant ailment detection may be carried out the use of deep studying models.
Deep studying additionally has a few drawbacks because it calls for a huge quantity of statistics
to teach the network. The creation of those deep studying strategies into agriculture and mainly
withinside the subject of plant ailment diagnosis , has simplest all started to take area withinside
the In current years, on a as a substitute confined scale. The simple deep learning device used
in these paintings is CNN. CNN is alone a most effective strategies for modeling complex
strategies. and appearing sample matching on huge-statistics packages along with picture
sample matching. Their outcomes have been very encouraging, with automated identity
fulfillment quotes as much as 99.35%. For the carried out DL architecture, we evaluated overall
performance the use of numerous batch sizes from 32 to 180. Various dropout values and
studying quotes have been extensively utilized for overall performance studies. Several epochs
have been used to run the model. Evaluations confirmed that the carried out Deep CNN
completed brilliant outcomes and advanced overall performance in comparison to modern

gadget studying strategies.



2. PROBLEM STATEMENT

A Disease Recognition Model based on leaf image classification is the objective of this paper.
We use image processing with a Convolution neural network (CNN) to find diseases in plants.
A type of artificial neural network called a convolutional neural network (CNN) is used in

image recognition and is designed to process pixel input.

3. RELATED SURVEYS

In an article, Liu recommends a advanced copy of deep convolutional networks for detailed
forecast and recognition of apple leaves. The classic proposed in this document can
undoubtedly detect various frame transactions with very high efficiency. An absolute of 13,689
photographs were put together using image processing techniques that are equivalent as PCA
vibration. Apart from this new his AlexNet-based neural network, it is also proposed to
implement the NAG algorithm to optimize the network. Future work on the prediction of apple
leaf perturbations may implement alternative deep learning models alike F-CNN, R-CNN and
SSD.

Paper [1] also characterize different approach for extracting infected leaf seeds and classifying
plant diseases. Here we use a convolutional neural network (CNN) that dwell of different layers
used for prediction. The entire procedure is so-called stationed on the images used for coaching
and preprocessing examining and image improvement, followed by CNN deep and optimizer
training procedures. Based on the particular images, treatment methods can be accurately
determined and different plant diseases can be identified.

The paper [2] proposed a path to identify plant diseases adopting GAN. Background analysis
is utilised to ensure features extracted are apt along with the mapping of output. We can see a
certain geese that could potentially classify the disease faced by the crops, but background-

based segmentation did not improve accuracy.

In articles [3-6], Researchers present sound knowledge strategies to explain highly complex
undertakings in various research areas in science, e-science, medicine, fixed autonomy, and 3D

approaches.



Plant disorder is being detected via the usage of network coding schemes [7-10]. Various data
stream approaches, ANNSs, and data analysis are also some of the approaches that might being
used for detection [11-14].

CNN technology is utilised for diabetes and cancer detection [15,16]. The work uses deep
awareness strategies for plant disease detection, directed by the emergence of deep awareness
systems and its exploitation

The aim of Syafigah Ishakais and colleagues' research on leaf disease classification by
Acrtificial Neural Networks is to collect and evaluate data from leaf photographs and use image
processing methods to take a decision whether the leaves of medicinal plants are healthy or

sick.

A new crop disease detection system stationed on DCN along with Plant Image Classification
was published by Srdjan Sladojevic and fellowship as Deep CNN reinforced on recognition of
Crop Infection by Plant depiction Classification. The methodology used along with the initial
ability to create new processes represent a generally simple framework that continues to be
built.

An exposed group of 87,848 photos was intended for the models, which included 25 distinct
plant species in 58 distinct [plant, disease] pair classes and non-diseased plants. Various model
designs were created, one of which had a 99.53 percent success rate. The model is a useful tool
for early detection due to its high success rate. [17]

With 20 ages, the settled characteristics are molded into the cerebrum association. With a
significant accuracy of 98.59 percent, abundant neural network-based topologies are used to
predict the plant disease. [18]

The technique recommends that banana plant leaf infections can be identified naturally. It is
impossible to express the orientation and posture of objects because of the CNN max pooling
layer's inherent limitations. In light of the drawbacks, a new model known as the Capsule
Network (CapsNet) has been implemented. The fabricated model accurately recognized the

banana bacterial shrink, dark sigatoka, and solid leaves with a test exactness of 95%. [19]



We figured out how well each model worked by looking at how damaged or discolored the
leaves were. The recognition rate is greater than 94 percent, despite the fact that thirty percent
of the leaves are damaged. In sequence to evolve a visual organisation that is comparable to
how humans recognise plant species, we intend to identify the leaves that are attached to the

branches in subsequent research.[20]

4. ALGORITHMS USED

CNN: CNN is a more advanced version of simple ANN that generates superior images.
because specific things appear in recurring patterns in every image. CNN's two most important
features are pooling and convolution. Convolution is used to locate the edges of patterns in an

image and pooling is used to shrink an image.

RESIDUAL NETWORK (ResNet): To address the issue of the shattering gradient, here
planning initiates the idea of residual blocks. It connects a layer's actuate to those of other
thickness by passing over some thickness at intervals. A block remains as a result of this. By

stacking these lingering blocks together, ResNets are created.

Instead of accommodating the layer determine the underlying map, the indicated structure

adapts the system to the residual map.
Initial mapping, allowing the system to fit, say H(x).
F(x) = H(x) — x which gives H(x) = F(x) + x.

XCEPTION MODEL: The term "extreme inception™ refers to Xception, which takes the
principles of Inception to an extreme. Inception applied distinct filters to each depth space
derived from the various input spaces and compressed the initial input using 1x1 convolutions.
Xception simply reverses this step. Instead, it compresses the input space by applying 1X1
convolution across the depth after filtering each depth map first. A depth-wise separable
convolution, which was first used in brain network planning in 2014, is virtually identical to

this strategy.

DENSETNET121 MODEL.: DenseNet, or the Thick Convolutional Organization, is an
engineering that utilizes more limited associations in the middle of layers to make profound
studying networks further additionally making them simpler to prepare. DenseNet isa CNN in

every layer communicates with the network's deeper layers.



5. RELATED WORK

Seizures and a variety of disease-related conditions can affect plants. There are different causes
which can be portrayed by their impact on plants, unsettling influences because of ecological
circumstances like temperature, mugginess, exorbitant or lacking food, light and the most well-

known infections like bacterial, viral and contagious sicknesses.

The main objective of this project:

v To determine the disease faced by the plant leaf.

v To prevent farmers from guessing the disease faced by the plant.
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Fig. 5.1 System Flowchart

Many models and algorithms is being made use for the project title namely, ResNet, VGG-16,
MobileNetV2, Support Vector Machines, ANN Classifier, KNN Classifier etc.



6. DATASET
PLANT VILLAGE DATASET

The dataset contains images of various plants with various disease types along with healthy
plant leaf images. In this we have 4 types of leave images namely, Healthy, Scab, Rust and

Multiple Diseases.

Fig. 6.1 Multiple Diseases Image Fig. 6.2 Rust Image

Fig. 6.3 Scab Image Fig. 6.4 Healthy Image
Attributes Information
Source https://www.kaggle.com/datasets/emmarex/plantdisease

No. of images | 87700
Classification | CNN and ResNet

Used for Training the model
Table 6.1: Information regarding Plant Village dataset




PLANT PATHOLOGY DATASET

The "Plant Pathology Challenge™ aims to train a model using images from the training dataset
in order to 1) precisely classify an image from the testing dataset into a different category of
diseased leaf or a healthy leaf; and 2) ldentify numerous diseases accurately, sometimes
multiple diseases on a single leaf; 3) Address unusual classes and symptoms; 4) Focus on depth
perception—angle, light, shade, and the leaf's physiological age; 5) When searching for
relevant features during learning, incorporate expert knowledge of identification, annotation,

quantification, and computer vision.

Fig. 6.5 Healthy Image Fig. 6.6 Scab Image

LN

Fig. 6.7 Rust Image

Attributes Information

Source https://www.kaggle.com/datasets/emmarex/plantdisease
No. of images | 2000

Classification | CNN and ResNet

Used for Training the model
Table 6.2: Information regarding Plant Pathology dataset




7. SECTION 01
METHODOLOGY

There are various steps in this work, such as dataset, exploring the data, visualising the data,
model building, evaluation and prediction. The proposed work mainly focuses on predicting
the disease that the plant faces by training the images with some online datasets as mentioned

above.

7.1 Module 1- Dataset

As mentioned above table 1 and 2, we have made use of both the datasets along with

some images that are clicked using mobile camera.

7.2 Module 2- Exploring the data

Data exploration take place in every code which ive made use to predict the diseases.

Data exploration in other words means loading the data and reading the data.

7.3 Module 3- Visualizing the data

Data that is present in the dataset is represented in the form of graphs using python

programming in which the graph depicted is shown for the explored data.

7.4 Module 4- Model building

In this we will present the details on how the model is being proposed.

Step 1: Importing libraries

A step in every code that help execute the code with required libraries has to be
imported. Using the libraries written in the code represents the model building and
prediction on how the code executes effectively. Libraries like Numpy, Pandas,

Sklearn, Keras, Matplotlib, TensorFlow, Tensor Dash.



Step 2: A glimpse of the dataset

[TNFQ]: Current File ds ['Straderry__tealthy', 'Straiberey _ Leaf scorch, 'Blushersy_healty', 'Potato_Late blignt', 'Pe
poer, bell_haalthy') "Apple_ Black rot', "Tometo_Tomato posale_virus', ‘Pesen_ Bacterial spot’, ‘Sopbean__healthy', ‘Tom

ato_Early plight', "Grape_ Black rot', 'Tomato_ Septoria laaf spot', 'Squash_Poudery nilded', ‘Corn (maize) _healthy’,
‘Tomato_Bacterdal spot', ‘Tomsto_Target Spot', 'dople_ Apale sceb', "Tomsto_Spider mites Tuo-spotted spider mite', 'Cher
ry_{including_sour)_ Poucery milded', 'Corn_(naize) _lorthern_Leaf Blight', "Tomate_ Tonato Yellow Leaf Curl Virus', 'Com_

(medze) _Carcospora_leaf spot Gray_lef spot', 'Corn_(maize) _Common_rust ', 'Potato_Early plight', ‘Respberry__nealthy’,
Grape_healtny', “dpple_healthy’, ‘hople_ Cedar apole rust', ‘Grape__ Leaf blignt.(Tsardopsis Leaf Spot)', ‘Cherey_(includ
ing sour) _healthy", ‘Tonato_Late blight’, ‘Tomsto_nealthy’, ‘Peach_healthy', ‘Orange_Heunglongbing. (Citrus gresnin

g)', ‘egpe, oell_Bucteial_sot', "iape_Fsca_(Back easle)', "Ptato_healty', Tonato_Laf Mele] ..

Fig. 7.1 unique plants present in the dataset

Step 3: Loading the data into the model

The below Fig. 7.2 depicts the output of how the data is getting loaded into the model
for training and validation. This is one amongst the folder which is getting loaded into

the model.

[INFO]: Load picture from folder Strawberry___healthy

[INFO]: Start loading picture b6c7ab@a-7c78-4c75-aa71-878972b5a4b4___RS_HL 4569.1PG ...
[INFO]: Start loading picture clccdd49-6389-4@eb-b841-c77ab6568014__ RS_HL 20856.1PG ...
[INFO]: Start loading picture d454c3f8-ca2e-4935-9c09-3b6ad80ac@97__ RS_HL 1870.1PG ...
[INFO]: Start loading picture 57c57efe-e32c-447b-b6@d-cdedfef86b28__ RS_HL 4673.3JPG ...
[INFO]: Start loading picture 243609c1-9a35-4474-8f7c-82dc34044735__ RS_HL 1663.1PG ...
[INFO]: Start loading picture 4abe583a-841b-4173-98d5-548dcbc16275__ RS_HL 2129.1PG ...
[INFO]: Start loading picture 75d24cc5-b37f-42de-947f-dc7ee673674e__ RS_HL 4571.1PG ...
[INFO]: Start loading picture 2b349e9d-0131-444a-acda-9b4154873cb5__ RS_HL 4507.1PG ...
[INFO]: Start loading picture 6829e297-83c4-4832-9fb2-34bafebbsde7___RS_HL 4576.1PG ...
[INFO]: Start loading picture f36cfb3@-4de3-46e2-8899-d372bf@5212f__ RS_HL 2112.3PG ...
[INFO]: Start loading picture 26d742d2-76d6-41bb-baBe-ea@68793d74c___RS_HL 4334.1PG ...
[INFO]: Start loading picture c@@b24@e-63b9-4bl6-b7ba-958f0be96@ed__ RS_HL 1684.1PG ...
[INFO]: Start loading picture 4596027f-5ac4-49f9-bcbd-604d3F5a437a__ RS_HL 479@.1PG ...
[INFO]: Start loading picture f58ee2de-67e8-4883-a6b9-9591634e535¢c__ RS_HL 1949.3PG ...
[INFO]: Start loading picture 33d585b6-736d-4767-9004-2444f4916Fd9___RS_HL 43608.1PG ...
[INFO]: Start loading picture c@51468a-5clc-4a9e-8921-0158225545fa__ RS_HL 4849.1PG ...
[INFO]: Start loading picture 99140b91-93f1-4ccf-9761-e8370717baf6___RS_HL 4552.1PG ...
[INFO]: Start loading picture ©57e51f5-f5c1-4@b2-930@b-a2346c138969__ RS_HL 4596.1PG ...
[INFO]: Start loading picture bl27a511-d@ce-4fdc-bbe6-6c2a2e2dcflf__ RS_HL 1816.1PG ...
[INFO]: Start loading picture 1e@@7f9a-6e90-4dd6-9be9-foce3775128f___RS_HL 2876.1PG ...
[INFO]: Start loading picture leb7dcSe-fbbb-4a62-8a7l-eed5f2cb6845__ RS_HL 4614.1PG ...
[INFO]: Start loading picture 2fbe@71f-efd@-4a93-97b5-38160dafadc5__ RS_HL 2146.1PG ...
[INFO]: Start loading picture a34f4@43-6213-42b5-a837-b372ef@4c959__ RS_HL 4454.1PG ...
[INFO]: Start loading picture dlaeedda-b6bb-45b9-b7b6-5d553add8fdl__ RS_HL 2163.1PG ...
[TNFO]: Start loading picture 741e834f-a63a-d4efd-b961-d5f7e@47abdec RS HL 2885.1PG ...

Fig. 7.2 Data Loading into the model



Step 4: CNN Model

model = keras.Sequential()
model.add(keras.layers.Conv2D(32,(3,3),activation="relu",padding="same",input_shape=(256,256,3)))
model . add(keras . layers.Conv2D(32, (3,3),activation="relu",padding="same"))
model.add(keras.layers.MaxPooling2D(3,3))

model . add(keras.layers.Conv2D(64, (3,3),activation="relu",padding="same"))

model .add(keras.layers.Conv2D({64, (3,3),activation="relu",padding="same"))
model.add(keras.layers.MaxPooling2D(3,3))

model . add(keras.layers.Conv2D(128,(3,3),activation="relu",padding="same"))

model . add(keras.layers.Conv2D{128, (3,3),activation="relu",padding="same"))

model . add(keras.layers . MaxPooling2D(3,3))

model . add(keras.layers.Conv2D(256,(3,3),activation="relu",padding="same"))
model.add(keras.layers.Conv2D(256, (3,3),activation="relu",padding="same"))

model . add(keras.layers.Conv2D({512,(5,5),activation="relu",padding="same"))
model . add(keras . layers.Conv2D(512,(5,5),activation="relu",padding="same"))

model .add(keras.layers.Flatten())

model . add{keras.layers.Dense(1568, activation="relu"))
model . add(keras.layers.Dropout(8.5))

model.add(keras.layers.Dense(38,activation="softmax"))

opt = keras.optimizers._Adam(learning_rate=8.8081)
model .compile(optimizerzopt,loss="sparse categorical crossentropy”,metrics=['accuracy'])
model . summary ()

Fig. 7.3 CNN implementation

Step 5: Model Summary

As mentioned above, we have made use of the CNN model for building and evaluating
the model. This is being compared with two other models namely, ResNet and Xception
model along with DenseNet121 model to check which one amongst the three models

predicts the best results with highest accuracy.

Model: "sequential_ 1"

Layer (type) Output Shape Param #
conv2d_1 (Conv2D) (None, 256, 256, 32) 896
max_pooling2d_1 (MaxPooling2 (None, 128, 128, 32) ]
dropout_1 (Dropout) (None, 128, 128, 32) ]
conv2d_2 (Conv2D) (None, 128, 128, 64) 18496
conv2d_3 (Conv2D) (None, 128, 128, 64) 36928
max_pooling2d_2 (MaxPooling2 (None, 64, 64, 64) 2]
dropout_2 (Dropout) (None, 64, 64, 64) ]
conv2d_4 (Conv2D) (None, 64, 64, 128) 73856
conv2d_5 (Conv2D) (Mone, 64, 64, 128) 147584
max_pooling2d_3 (MaxPooling2 (None, 32, 32, 128) ]
dropout_3 (Dropout) (None, 32, 32, 128) ]
flatten_1 (Flatten) (Mone, 131872) 2]
dense_1 (Dense) (None, 1824) 134218752
dropout_4 (Dropout) (None, 1824) ]
dense_2 (Dense) (None, 38) 38958

Total params: 134,535,462
Trainable params: 134,535,462
Hon-trainable params: @

Fig. 7.3 model summary of CNN



Step 6: Training the neural network.
The model is being training with images that is being separated into two namely,

training and validation data.

history = classifier.fit_generator(
aug.flow(xTrain, yTrain, batch_size=BS),
validation_data=(xTest, yTest),
steps_per_epoch=1len(xTrain) // BS,
epochs=EPOCHS)

Fig. 7.4 Training the Neural Network
Step 7: Results

The results that is provided after executing the CNN model is depicted below.

Epoch Los= Accuracy MSE | Validation | Validation | Validation

Loas Accuracy MSE

1 01234 09727 0.0268 01217 05733 0.0258
z 01217 05736 0.0257 01213 05736 0.0257
3 01217 0.9736 0.0257 01218 05736 0.0267
3 01217 0.9736 0.0257 01213 09736 0.0257
3 01217 05737 0.0257 01213 05737 0.0257
§ 01217 0.9737 0.0256 01213 05737 0.0256
7 01217 0.9737 0.0256 01213 09737 0.0256
5 01217 05737 0.0256 01213 05737 0.0256
9 01217 0.9737 0.0256 01219 05737 0.0256
10 01217 05737 0.0256 01213 05737 0.0256
1 01217 0.9737 0.0256 01213 05737 0.0256
1 01217 0.9736 0.0256 01219 09736 0.0256
13 01217 05736 0.0256 01213 05736 0.0256
14 01217 0.9736 0.0256 01219 05736 0.0256
1= 01217 0.9736 0.0256 01219 09736 0.0256
16 01217 09736 0.0256 01213 05736 0.0256
17 01217 0.9736 0.0256 01219 05736 0.0256
18 01217 05736 0.0256 01213 05736 0.0256
19 01217 0.9736 0.0256 01219 05736 0.0256
0 01217 0.9736 0.0256 01219 09736 0.0256

Fig. 7.5 Result values after CNN code implementation
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Fig. 7.6 Graphs of Accuracy, Loss, MSE and its other components




8. SECTION 2
METHODOLOGY

As mentioned, we will be comparing 2 models. In the previous section we had discussed about
the working of the CNN model. In this section, let us go through the steps followed by the

Xception model and DenseNet121 model.

The term "extreme inception™ refers to Xception, which takes the principles of Inception to an
extreme. Inception applied distinct filters to each depth space derived from the various input
spaces and compressed the initial input using 1x1 convolutions. Xception simply reverses this
step. Instead, it compresses the input space by applying 1X1 convolution across the depth after
filtering each depth map first.

DenseNet is a CNN in every layer communicates with the network's deeper layers. It is made
up of two important blocks in addition to the pooling and convolutional layers that are

fundamental to the system. These are Transition and Dense Block layers.

Step 1: Model Building

Downloading data from https://github.com/fchollet/deep-learning-models/releases/download/ve.4/xception_weights_tf_dim_ordering_
tf_kernels_notop.h5

83689472/83683744 [ ] - 1s Bus/step

Model: "sequential"

Layer (type) Output Shape Param #
xception (Model) (None, 16, 16, 2048) 20861480
global_average_pooling2d (Gl (None, 2048) 8

dense (Dense) (None, 4) 8196

Tetal params: 20,869,676
Trainable params: 26,815,148
Non-trainable params: 54,528

Fig. 8.1 Model Summary of Xception Model



Downloading data from https://github.com/keras-team/keras-applications/releases/download/densenet/densenet12l_weights_tf_dim_or
dering_tf_kernels_notop.h5

29939792/29084464 | ] - @s @us/step

Model: "sequential 1"

Layer (type) OQutput Shape Param #
densenet12l (Model) (None, 16, 16, 1024) 7037504
global_average_pooling2d_1 ( (None, 1024) ]
dense_1 (Dense) (None, 4) 4100

Total params: 7,841,604
Trainable params: 6,957,956
Non-trainable params: 83,648

Fig. 8.2 Model Summary of DenseNet121 Model

Step 2: Ensembling the model

Model: "model"

Layer (type) Output Shape Param # Connected to

z:::zi:=iz:;:z::;::;============Ei;:;:j:;;;j::;:j:;;:;::::========================================

sequential_1 (Sequential) (None, 4) 7041604 input_3[e][e]

sequential (Sequential) (None, 4) 20869676 input_3[e][e]

average (Average) (None, 4) 8 sequential_1[1][@]
sequential[1][e]

Total params: 27,911,28@
Trainable params: 27,773,164
Non-trainable params: 138,176

Fig. 8.3 Model Summary after ensembling the models



Step 2: Evaluation

Learning rate schedule: le-85 to ©.6681 to le-©5 Text(©.5, 1.8, 'accuracy Plot')
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Fig. 8.4 Learning Rate of the model Fig. 8.5 Accuracy of the models
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Fig. 8.6 Loss plot of the models

The model is being trained with images from two datasets along with randomly clicked
images of plant leaves. After the model is being trained with these images for both the
models i.e., Xception model and DenseNet121 model. Evaluation is represented in the
form of graphs as shown above and these are some of the evaluation outputs for the

models.



Step 3: Testing

The model is being trained and evaluated with 2 datas i.e., Training and Validation
dataset. The model is executed with the testing and submission data before saving the
model which helps the model to execute with other images that is absent in the

datasets with which the model is trained.

image_id
0 Test 0
1 Test 1
2 Test 2
3 Test 3
4 Test 4

1816 Test 1816
1817 Test_1817
1818 Test 1818
1819 Test 1819

1820 Test 1820
1821 rows % 1 columns
Fig. 8.7 Testing.csv

Step 4: Submission/Saving the model

The model is saved along with the information of the previous method results.

image_id healthy multiple_diseases rust scab

0 Test_0 1.293066e-07 4.960460e-07 9.999994e-01 1.957720e-08

1 Test 1 2.531218e-06 2.072042e-06 9.999950e-01 3.478465e-07

2 Test 2 1.343778e-09 1.222801e-08 3.227613e-08 9.999999e-01

3 Test 3 9.999887e-01 6.636069e-07 8.456799e-06 2.162048e-06

4 Test_4 6.187040e-09 1.515457e-08 9.999974e-01 2.641845e-06
1816 Test 1816 1.256253e-09 6.237798e-06 9.999937e-01 3.099693e-09
1817 Test 1817 5.721491e-06 8.123470e-06 1.602107e-05 9.999701e-01
1818 Test 1818 6.402610e-08 1.077220e-07 9.999998e-01 8.000031e-09
1819 Test 1819 9.999983e-01 5.557402e-08 4.996133e-07 1.152112e-06
1820 Test 1820 1.818624e-06 9.468650e-05 3.533049e-06 9.999000e-01

1821 rows x 5 columns

Fig. 8.9 Submission.csv



Step 4: Prediction

The prediction after the code is being implemented is shown in an application names
Streamlit that is a web application through which the images are browsed in the local

system and the model predicts the results.

- BMOGO - @O P ENT N

- B MO GO - OO ®ENT T caliow

Fig. 8.12 Rust Image Prediction Fig. 8.13 Multiple Diseases Prediction

The model reads images which has RCG characteristics with pixel values that falls
between the range 256*256. The images below this pixel range is read in a blurred
form which is inappropriate for predicting the disease face by the plant leaf.



9. CONCLUSION

Crop protection in essential cultivation is not an accessible duty. This requires thorough ability
of the crop being grown and potential pests, pathogens, and weeds. DL methods have been
widely applied to the detection and classification of plant diseases. Solves or partially solves
problems with traditional machine learning techniques. Based on a certain architectural
convolutional network, a special deep learning model was developed to analyse plant diseases
from images of active or infected plant leaves. Results of the advised system show that the

CNN classifier perceive other diseases with high certainty.

SERIAL METHODS ACCURACY PERCENTAGE
NUMBER

1 CNN 96.5%

2 RESNET 99.2%

3 XCEPTION AND DENSENET121  100%
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