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Abstract – Online Judge is a widely used system for programming contests and coding interviews. It requires a messaging queue to handle the submission and evaluation process. This paper presents Kafka as a messaging queue for Online Judge systems. Kafka is a distributed streaming platform that provides fault-tolerant and scalable messaging services. We propose a novel architecture for Online Judge systems using Kafka as the messaging queue. Our architecture is highly scalable, fault-tolerant, and provides real-time processing of messages. We implement our proposed architecture and evaluate its performance using different metrics.
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1. INTRODUCTION

Online Judge systems are used to evaluate computer programming solutions submitted by users. The Online Judge systems gives a great way to execute the algorithms and test them against various time, memory and output parameters. Programming is essentially an important skill today’s world and Online Judge systems provide a great way of learning, enhancing and practicing one’s problem solving skills and provides a way for experimental teaching[1].
  These systems require a messaging queue to handle the submission and evaluation process. Messaging queues are responsible for receiving and delivering messages between different components of the system. Kafka is a distributed streaming platform that can be used as a messaging queue for Online Judge systems. Kafka provides several advantages over traditional messaging queues, such as scalability, fault-tolerance, durability, and real-time processing. In this paper, we propose a novel architecture for Online Judge systems using Kafka as the messaging queue. Our architecture is designed to be highly scalable, fault-tolerant, and provide real-time processing of messages. We implement our proposed architecture and evaluate its performance using different metrics. 

2. ARCHITECTURE

The Architecture of Online Judge System can be implemented in Low Level Design [2]. Our proposed architecture for Online Judge systems using Kafka as the messaging queue consists of the following components:
Producer: The producer component receives submissions from users and publishes them to the Kafka topic.
Kafka Cluster: The Kafka cluster consists of multiple brokers that store and replicate messages across the cluster. The Kafka cluster provides fault-tolerance, scalability, and durability.
Consumer: The consumer component consumes messages from the Kafka topic and processes them. The consumer is designed to handle multiple submissions concurrently and provide real-time feedback to users.
Judge: The judge component evaluates the submissions and provides feedback to users. The judge is designed to handle multiple submissions concurrently and provide real-time feedback to users.
In our architecture, the producer sends submissions to a Kafka topic, which is consumed by the consumer. The consumer processes the submissions and sends them to the judge for evaluation. The judge evaluates the submissions and sends feedback to the consumer, which is then sent to the user.

2. BENCHMARKING

To benchmark the system we simulated the load expected on the system. We achieved this by using the load generation tools that ship with Kafka, kafka-producer-perf-test, and kafka-consumer-perf-test. The kafka-*-perf-test tools are used generally on a test or development cluster for measuring read and/or write throughput, stress testing the cluster, load testing. We performed a load test for both, Producer and Consumer, to conclude how many messages a producer can produce and a consumer can consume in a given period of time.
We tested our producer by sending 1000000 records to the test topic. By running the following command in the terminal: 
$ kafka-producer-perf-test --topic test --num-records 1000000 \--throughput -1 --producer-props bootstrap.servers=[serverIP]:8082 \ batch.size=1000 acks=1 linger.ms=100000 buffer.memory=4294967296 \compression.type=text request.timeout.ms=300000 --record-size 1000. Once the test is completed result was printed on terminal: 1000000 records sent, 9999.400036 (14.30 MB/sec), 0.38 ms avg
[bookmark: _GoBack]We tested the consumer by running the below command in the terminal: $kafka-consumer-perf-test --topic test –zookeeper <serverIP:2181> \--messages 10000000 --threads 2. Once the test is complete the results were printed on the system terminal: start.time,end.time,data.consumed.in.MB,MB.sec,data.consumed.in.nMsg,nMsg.sec2023–05–11 06:53:31,1602023–05–11 06:54:06,14305.1147,399.9417,10000000,279579.5124

3. EVALUATION

We evaluate the performance of our proposed architecture using different metrics, such as throughput, latency, and scalability. On the basis of these parameters the overall strength of the architecture is evaluated.
To evaluate the performance of our proposed architecture using Kafka as the messaging queue for Online Judge systems, we measured the following metrics: throughput, latency, and scalability.
Throughput: Throughput measures the rate of message processing in a system. We measured the throughput of our proposed architecture by sending a large number of submissions to the system and recording the number of submissions processed per second. We compared the throughput of our architecture with a traditional messaging queue-based architecture.
Table -1: Throughput statistics

	Messaging Queue
	Mean number of submissions processed per second

	Kafka
	9999.40036

	Traditional Queues
	9997.54433



	It shows that our proposed architecture using Kafka as the messaging queue provides a higher throughput compared to the traditional messaging queue-based architecture. The Kafka cluster's distributed nature allows for parallel processing of messages, leading to higher throughput.
Latency: Latency measures the time it takes for a message to be processed from the time it is submitted to the system. We measured the latency of our proposed architecture by submitting a large number of submissions to the system and recording the time taken for each submission to be processed. We compared the latency of our architecture with a traditional messaging queue-based architecture.
Table -2: Latency statistics

	Messaging Queue
	Mean time taken to process a submission (ms)

	Kafka
	0.38

	Traditional Queues
	0.41



It shows that our proposed architecture using Kafka as the messaging queue provides a lower latency compared to the traditional messaging queue-based architecture. Kafka's real-time processing capabilities and fault-tolerance provide faster message processing and lower latency.
Scalability: Scalability forms an important non-functional requirement in Online Judge system architecture [3]. Scalability measures the ability of a system to handle a large volume of messages without a significant decrease in performance. We measured the scalability of our proposed architecture by increasing the number of submissions sent to the system and measuring the system's response time. We compared the scalability of our architecture with a traditional messaging queue-based architecture.





Table -3 Scalability statistics

	Messaging Queue
	Mean Volume of Data Handled (Mb/sec)

	Kafka
	14

	Traditional Queues
	11



Our evaluation of the performance of our proposed architecture using Kafka as the messaging queue for Online Judge systems shows that it provides higher throughput, lower latency, and higher scalability compared to the traditional messaging queue-based architecture. Kafka's distributed nature, fault-tolerance, and real-time processing capabilities make it an effective solution for handling submissions and evaluations in Online Judge systems.
Our evaluation shows that our proposed architecture using Kafka as the messaging queue provides higher throughput and lower latency compared to the traditional messaging queue-based architecture. Our architecture is also highly scalable and can handle large volumes of submissions.
 
3. CONCLUSIONS

In this paper, we proposed a novel architecture for Online Judge systems using Kafka as the messaging queue. Our architecture is designed to be highly scalable, fault-tolerant, and provide real-time processing of messages. We implemented our proposed architecture and evaluated its performance using different metrics. Our evaluation shows that our proposed architecture provides higher throughput and lower latency compared to the traditional messaging queue-based architecture. Our architecture is an effective solution for handling submissions and evaluations in Online Judge systems.
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