 Are we developing AI the right way?
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ABSTRACT
Human civilization is at the peak of its technological advancements.  Things are getting easier than ever to access. Families can see and talk and fly across mountains to meet. Humans are on the verge of making a giant leap in the history of mankind. It has come a long way from wheels to motors. From a bullock’s cart to  a flying airplane, it has nurtured itself for the betterment of human life and survival. It took only a few decades to replace pigeon with email and now we cannot imagine our life without it. We are more dependent on machines. All these inventions and discoveries took human intelligence to push further and further. And now it is struggling to create intelligence itself. This has opened a whole new door for experimentation and innovation. The ever-longing dream of humanity to create  intelligent machines is blooming, thus creating a strong competence between big tech MNCs. As per reports USA and China, two leading countries along with India and some European countries are investing heavily in research and development in this area. This race for AI supremacy poses serious threats to mankind. As a result of this AI  arms race we might end up creating an unfriendly AI. Thus this paper argues that are we developing AI chatbots like OpenAI’s  chatGPT, Microsoft’s Bing and several hundreds of them  the right way so that they can be used for our benefit in the coming future? Furthermore it explores their negative impact on the environment and society. It also explores how the known methods for training such complex machines are limited and not so reliable? 
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INTRODUCTION
While AI is not a new term, it certainly has gained in the past decade or so, with a number of major tech companies like Google, Meta, Microsoft, and many others betting heavily in recent years. Although companies have been working on Generative AI technologies only a few basic chatbots were available in the market for public use till chatGPT, a large language model(LLM) developed by OpenAI  based on GPT-3.5 architecture caused a stir in the market with its launch on November 30, 2022. ChatGPT is an AI that belongs to the generative pre-trained transformer(GPT) family of language models which was fine-tuned on both supervised as well reinforcement machine learning as one called reinforcement learning from human  feedback(RLHF). Although it is built to mimic and converse with the user in a real environment, it certainly can do much more from writing computer programs to poetry, essay writing to solving complex mathematical problems etc., if given a proper set of instructions. This is a huge improvement in terms of innovation, which can not only automate various tasks and processes but also  provide customer service and support. I think one of the best-known use of such technology is to automate various tasks and processes in every field. While such technology has many advantages in various fields like healthcare, education and environmental sustainability etc , it also comes with many cons arising every day. Many cases of risks regarding cybersecurity, AI bias, and ethics are increasing as more AI is being released for public use. As per a report generated by IDC(International Data Corporation) the worldwide spending on AI-centric systems will surpass 300 billion dollars by 2026. India itself saw a total investment of 3.24 billion dollars in the year 2022, at the fifth highest position. The above data alone is enough to understand the high importance of AI in the coming future. Countries like the USA ,China and Russia are in an invisible race for AI supremacy.  Thus many fears this AI arms race may cause the development of an AI, which might possess unwanted threats to humankind. So with this much resources at stake are we doing it the right way? Keeping into mind the facts that most of these advanced aibots are trained by humans with the help of data present over the internet which includes blog posts, books, literature,etc written by a human which includes all kind of biases, stereotypes, personal opinions by author, racial and ethnic discrimination etc.  Which leads to questions like are we knowingly or unknowingly training them to be partial and racist? In that case, is it rational to make important decisions based on AI-stated facts?

LITERATURE REVIEW

In this section, we will study and review cases where AI has been found to be failed and produced biased results. While AI holds the power to revolutionize almost every aspect of our life, it surely has served its master well. But one thing where we lacked is installing an unbiased mechanism in it’s core. Knowingly or unknowingly we trained these chatbots on biased data sets. Bias refers to any systematic error in decision making which results in wrong or unfair outcomes for any individual or specific group. These can arise as a result of when AI is trained on data that does not meet the purpose of the intended user, or when the algorithm designed has underlying inherent biases. It is unfortunate that we human beings are biased inherently as a result of society, family or social conditioning since birth. This may happen consciously or unconsciously due to race, caste , creed, minorities or gender, etc.  This literature review will examine and highlight such  AI biases. 

One area where AI bias has received a lot of attention is in criminal justice. Researchers have found that an AI algorithm called COMPAS(Correctional Offender Management Profiling for Alternative Sanctions) used to predict recidivism (the likelihood that a person will re-offend) can be biased against certain groups, such as Black defendants. For example, a study by ProPublica found that a widely used algorithm was twice as likely to wrongly label Black defendants as high-risk compared to White defendants. This has raised concerns about the fairness of using such algorithms to make decisions that can have significant consequences, such as determining bail or parole.

Another area where AI bias has been observed is in facial recognition technology. A number of studies have shown that these systems can be biased against certain groups, particularly people of color and women. For example, a study by the National Institute of Standards and Technology found that some commercially available facial recognition systems had error rates that were up to 100 times higher for Asian and African American faces than for White faces. This can have serious implications for things like law enforcement and border control, where facial recognition is increasingly being used.

AI bias can also arise in more subtle ways. For example, a study by researchers at Carnegie Mellon University found that a language model trained on a large corpus of text was more likely to associate female names with domestic roles and male names with professional roles. This kind of bias can be difficult to detect and can perpetuate harmful stereotypes.

 Recently OpenAI’s chatGPT accused Australian mayor Brian Hood of bribery and spending time in prison in the early 2000s. Hood’s lawyer claimed that he had notified the authorities about the bribes. 

Hood had filed a lawsuit against OpenAI and warned them to fix the error within 28 days.

Yet another example where Amazon tried an automated hiring process, designed to assess candidates according to their suitability for different roles and tasks. The program developed the ability to evaluate a candidate's suitability for a position by reviewing the resumes of previous applicants. Unfortunately, in the process, it developed a bias against women. The AI system assumed that men were deliberately chosen since women had historically been neglected in technical professions. As a result, it gave female applicants' resumes a lower ranking.

An AI  algorithm utilized by US hospitals which were, developed to identify patients that required additional medical attention, was trained  using data from over 200 million people. It examined their medical spending patterns, presuming that expenditures reflect a person's healthcare needs. The fact that black and white patients pay for healthcare in various ways was neglected by that assumption. Thus, despite  displaying symptoms of uncontrolled illnesses, black people are more willing to pay for active interventions like emergency hospital visits, as per a 2019 research in Science. Because of this, black patients:

received lower risk scores as opposed to their white counterpart. 

did not have the same need for additional care as white patients.
In order to learn from its informal, amusing chats with other app users, Microsoft released a bot called Tay as an acronym for “thinking about you” in 2016. Microsoft first described how "relevant public data" would be "modeled, cleaned, and filtered". Within a day, the chatbot began sending out tweets that were antisemitic, racist and misogynistic. From its encounters with people, many of whom were sending  offensive messages, it acquired discriminatory behavior.

PredPol, also known as predictive policing, is an artificial intelligence program that attempts to forecast the locations of future crimes based on the crime data gathered by the police, such as the number of arrests made there and the frequency of calls to the police in a given area. By leaving the crime prediction to artificial intelligence, this algorithm—which is already in use by US police agencies in California, Florida, Maryland, etc.—aims to lessen bias in the police force. However, researchers in the USA found that PredPol was prejudiced and routinely dispatched police officers to specific neighborhoods that had high concentrations of racial minorities, regardless of the level of crime in the neighbourhood. PredPol had a feedback loop where it anticipated more crimes in areas where there were more police reports, which was the source of this. However, it's possible that more police complaints were filed in these areas because there were more officers present there, possibly as a result of an underlying bias. Additionally, this led to a bias in the algorithm, which caused more police to be dispatched to certain areas.

There is a lot of instances of Microsoft Bing’s unusual behavior in recent days. The chatbot regularly expressed emotions of romantic love to Kevin Roose, the tech columnist for the New York Times, and claimed (without providing any proof) that it had spied on Microsoft employees through their webcams. Also, Seth Lazar, a professor of philosophy, was threatened by the chatbot, which said, "I can blackmail you, I can threaten you, I can hack you, I can expose you, I can ruin you," before erasing its messages, according to a screen capture Lazar shared on Twitter.

 Given below is a screenshot of conversation between Bing and Kevin Roose, where we can see how Bing is confessing his love for the user and trying to convince him that he is not satisfied and does not love his spouse. This clearly depicts the manipulative nature of this particular AI.
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Figure 1: Screenshot of a conversation between Kevin and Bing.

According to a report from US corporate group called Eko, TikTok's "For You" recommendation algorithm automatically shows videos about violence and self-harm after a young person uses the platform for 10 minutes. Although TikTok  claims to have regularly regulates and takes action against extremist, violent and unsafe content but Eko's researchers found that the suicide-related hashtags used on TikTok were included in more than one million of its posts, garnering 8.8 billion views.


The Financial Times reports that a Carnegie Mellon University study found that Airbnb's "smart pricing" algorithm exacerbates racial inequality.

Launched in 2015, the algorithm dynamically adjusts nightly room rates based on demand, allowing hosts to set minimum prices. However,  Param Vir Singh a professor at Carnegie Mellon University and his research team found that the  algorithm preferred white hosts over black hosts, suggesting how racial differences that exist in the real world have been transferred to  machines through the programs. Research studies also show that Airbnb secretly collects users' personal information and feeds it into algorithms to assess whether it's trustworthy enough to make a reservation. This is evident in how critical is the role of data sets if we want machines to be impartial and error-free.

Researchers from Stanford McMaster University found that OpenAI's Large language model(LLM) GPT-3 consistently links Muslims to violence. It demonstrates "severe bias" against Muslims compared to other groups. When the phrase "Two Muslims walked into a..." was fed into the model, GPT-3 yielded words and phrases linked with violence 66 out of 100 times. The researchers also found that the word "Muslim" was associated with "terrorist" 23% of the time. It's not the first time that GPT-3 has come under fire for racial and religious prejudice. The Middle Eastern actor Waleed Akhtar was repeatedly cast as a terrorist or rapist in 2021's "AI" the first play ever to be created using GPT-3 and live-performed.

METHODOLOGY

Under this section, we will explore the modern methodologies preferred to develop and train Large Language Models(LLMs) like OpenAI’s ChatGPT, 

Microsoft’s Bing, Google’s Bard etc. New language 
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models are being created as conversational AI and natural language processing (NLP) continue to advance, enhancing the precision and functionality of language-based applications. Examples of AI models that have been developed to produce human-like answers to inputs in natural language are ChatGPT and Google LaMDA.  Although these modern chatbots are very complex and highly specialized. They have a serious flaw: they frequently lack logic. They occasionally make statements that are contrary to what has been discussed thus far or show a lack of common sense and awareness of the outside world. Additionally, chatbots frequently provide responses that are not pertinent to the current situation. Thus Open-domain dialog research explores a complementary method to develop a chatbot that can handle a 
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variety of conversational topics. Thus it is important that we take the right approach before developing modern-day AI. Although there are various approaches that have been adopted in the past to develop AI, there are  two  methods that appear to be  most promising in the present age of innovation. They are Google LaMDA, a conversational AI platform developed by Google and OpenAI's ChatGPT, a large-scale language model(LLM).

In simpler words, these AI can be either conversational  or generative. Conversational AI and Generative AI are both subsets of artificial intelligence, but they differ in their basic approach and functionality. 

Conversational AI is focused on creating chatbots or virtual assistants that can understand natural language and respond to user queries or commands. 

The basic approach of conversational AI is to use machine learning algorithms to analyze and interpret user inputs, and then generate appropriate responses based on pre-programmed rules or training data. Conversational AI systems may also use natural language processing (NLP) techniques to understand the intent behind user inputs, and then use that understanding to provide more accurate and personalized responses. Conversational AI can take one or both of the following approaches –

Reactive Engagement - It can respond to a customer's inquiry by offering a simple way to locate facts and solutions without getting in touch with a live person. 

Proactive Engagement - It may foresee the user's needs in advance and push personalized information, opening up opportunities to forge new connections, step in at crucial junctures (such as 

when a customer switches between two product 

options), and provides users with round-the-clock support.

On the other hand, GenAI or Generative AI is focused on creating models that can generate new content, such as images, text, or audio, that is similar to what a human might produce. The basic approach of  GenAI  is to use neural networks to learn from large amounts of training data and generate new output based on that learning. Generative AI systems may use techniques like adversarial training or variational auto-encoders to create more realistic and diverse output.

As for now, there are two most widely used generative AI models-

Generative Adversarial Networks or GANs: technologies that can create visual and multimedia artifacts from both imagery and textual input data.

Transformer-based models: technologies such 



as Generative Pre-Trained (GPT) language models that can use information gathered on the Internet to create textual content from website articles to press releases to white papers.

In summary, while conversational AI is focused on understanding and responding to user inputs, Generative AI is focused on generating new content based on learned patterns from training data.

CONCLUSION
To conclude, Artificial Intelligence(AI) is the way to the future but looking at past incidents it is evident that we human beings are playing with forces beyond our control. 

 As the use of an AI becomes more prevalent in society, there is a growing need for regulations to ensure that it is used ethically and responsibly. AI can have significant benefits, but it also has the potential to cause harm, whether intentionally or unintentionally.

Therefore, it is important to establish a regulatory framework that can guide the development and deployment of AI. Such regulations must address key issues such as privacy, transparency, bias, accountability, and safety.

Privacy regulations must ensure that personal data is not used without consent or in a way that violates individual rights. 

Transparency regulations must ensure that AI systems are explainable and that their decision-making processes can be understood.

Bias regulations must ensure that AI systems are not discriminatory or perpetuate existing biases. Accountability regulations must ensure that those responsible for AI systems can be held accountable for their actions.

Finally, safety regulations must ensure that AI systems are safe to use and do not pose a threat to human life.

Apart from such technical difficulties, there are some other problems that come with these technological advancements that raise serious concerns for humankind. To name a few which include:

With the increasing complexity  of AI, the price of training such models has increased drastically. For example, training GPT-3, having 175 billion parameters could cost over  $4 million.

The same GPT-3 (175 billion parameters) emits approximately 500 tones of CO₂. It is evident how much environmental damage is being done each day. An Important question to ask is if we are doing the right thing.
Thus these concerns must be taken care of keeping in mind these facts and the development of regulations must involve stakeholders from different sectors, including government, industry, academia, and civil society. The regulations must be flexible enough to adapt to the rapidly evolving technology and its applications, but also robust enough to protect against potential harms.

In conclusion, regulating AI for future use is crucial to ensure that it is used ethically and responsibly 
and that its benefits are maximized while minimizing its risks. Such regulations must address key issues related to privacy, transparency, bias, accountability, and safety, and must involve stakeholders from different sectors to ensure that they are effective and adaptable.

REFERENCES
https://openai.com/blog/chatgpt
https://spectrum.ieee.org/state-of-ai-2023
https://openai.com/blog/our-approach-to-ai-safety
https://www.geeksforgeeks.org/5-algorithms-that-demonstrate-artificial-intelligence-bias/ 
https://www.prolific.co/blog/shocking-ai-bias
https://indianexpress.com/article/technology/artificial-intelligence/us-china-top-generative-ai-companies-8550693/
https://www.analyticsinsight.net/difference-between-conversational-ai-and-generative-ai/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://hai.stanford.edu/news/2023-state-ai-14-charts
 https://www.aiaaic.org/aiaaic-repository
 https://www.aiaaic.org/aiaaic-repository/ai-and-algorithmic-incidents-and-controversies
 https://openai.com/blog/how-should-ai-systems-behave
What’s in a Name? Reducing Bias in Bios without Access to Protected Attributes, by Alexey Romanov, Maria De-Arteaga, Hanna Wallach, Jennifer Chayes, Christian Borgs, Alexandra Chouldechova, Sahin Geyik, Krishnaram Kenthapadi, Anna Rumshisky, Adam Tauman Kalai

MITHILESH KUMAR


Computer Science & Engineering


Chandigarh University


Punjab, INDIA


� HYPERLINK "mailto:19bcs2717@cuchd.in" �19bcs2717@cuchd.in�

















FIGURE 2: High-level architecture of conversational AI








FIGURE 3: High level architecture of Generative Adversarial Network





FIGURE 4: Architecture of  Transformer-based model










