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Abstract: This paper focuses on the objective of video quality analysis (VQA) and proposes a deep learning-based approach to measure quality degradation. The study involves conducting experiments on various social clouds (SCs) and low-quality videos. Specifically, the selected videos are uploaded to SCs to evaluate the differences in video service and quality. The average of all videos, denoted as Avg 100, is used to measure the quality, while the peak signal-to-noise ratio (PSNR) is found to have no significant impact on other indicators. By utilizing deep learning techniques, this research aims to provide optimal video quality and multimedia services that meet the standards of Quality of Service (QoS) and enhance the overall Quality of Experience (QoE) for users

 Introduction
 
The rise of social cloud platforms has significantly changed how shared and consume video content. To ensure user satisfaction and engagement, it is crucial to offer quality videos. However, various factors like network congestion, transcoding, and compression techniques can affect video quality on these platforms. Therefore, accurately measuring objective video quality is essential to overcoming these challenges and improving the viewing experience. Deep learning algorithms offer a promising approach to assessing video quality due to their ability to extract meaningful features and learn complex patterns. This research paper proposes a novel method to measure objective video quality on social cloud platforms using deep learning techniques. 

The approach aims to overcome the challenges associated with video quality assessment by leveraging the capabilities of deep neural networks. The research team is developing a deep learning model that accounts for low-level visual features and high-level semantic information in video data. By training the model on a rich video dataset from different social cloud platforms, the team hopes to capture the complex nuances and differences in video quality across different content types and platform-specific factors. To assess the performance of the model, the team performed extensive experiments on different video datasets collected from popular social cloud platforms. The performance of the model was compared using the most modern methods for objectively evaluating video quality. 

The results show that the proposed approach is superior and effective in accurately measuring the mean square error (MSE) and maximum signal-to-noise ratio (PSNR) of video quality on different platforms. This provides a novel deep learning model to objectively measure video quality on social cloud platforms and comprehensively assess its performance compared to existing approaches

Objectives:
- By developing robust CNN-based model for predicting video quality in social clouds.
- To evaluate model accuracy against existing methods using uploaded videos.
- enhancing user experience and QoS/QoE by ensuring optimal video quality in social cloud environments.

Literature review 	
Laghari et al. [1] describe a study where they investigated the perception of Quality of Experience (QoE) in social cloud computing for image compression. Among the important aspects of this work is the importance of evaluating the user perception of cloud-based image services in order to improve their usability by improving the perception of users.
Kawano et al present a new approach for assessing video streaming quality. Due to this reason, provide evidence describing the quality of streaming video ([2]) as well as [3], without there being a need to refer to a reference video in order to evaluate the quality of streaming video. This contributes to improving our understanding of how to evaluate high quality streaming video.
Barkowsky and Masala [4] discuss objective video quality assessment and its application to developing enhanced models using large-scale video databases. Providing insights into the development of quality assessment models for video content is a considerable part of the scope of this study.
Brunnström et al. [5] explore the development of a 2D no-reference video quality model and its relevance to 3D video transmission quality. Their study contributes to understanding video quality assessment in 3D video transmission.
Ciubotaru et al. [6] investigate objective assessment of adaptive multimedia streaming quality, with a focus on region-of-interest-aware streaming. Their work addresses the challenges of evaluating quality in adaptive streaming scenarios.
A method for assessing video quality with no reference is proposed by Varga [7] and [8] using a temporal pooling of deep features as the basis of the calculation. Using deep learning techniques for the assessment of video quality is a potential application of their research.
[9] Wang et al. Present objective metrics for measuring the quality of video to be used in performance evaluations. An evaluation of different metrics of video quality has been carried out in this study in order to determine their effectiveness.
Zhou et al. [10] explore the objective assessment of region-of-interest-aware adaptive multimedia streaming quality. Adaptive streaming quality can be evaluated by considering regions of interest in the context of evaluating regions of interest.
Giannopoulos et al. [11] investigated the use of convolutional neural networks for determining video quality using a supervised learning approach. Using deep learning techniques, the researchers explore the application of video quality improvement techniques to video analysis.
Overall, these studies contribute to a deeper understanding of video quality assessment beyond the traditional approaches, including QoE evaluations, no-reference models, deep learning approaches, and adaptive streaming scenarios. An overview of existing research on a particular topic can be provided by a literature review. It sets the foundation for the proposed research on measuring objective video quality in the social cloud using machine learning.

Purposed Work:
To examine video quality performance in social clouds, it was necessary to select and download original videos. In addition to the different resolutions and file formats of these original videos, they were also in a .mp4 format. Before uploading them to the SCs, the original videos' technical parameters were recorded. Upon uploading, the SCs automatically compressed the videos based on their predefined algorithms, resulting in reduced storage size. A comparison of the original video and the resulting video was conducted to evaluate video quality.
The proposed design for the measurement of video quality with the relevant technical parameters. The peak signal-to-noise ratio (PSNR) metric, widely used in signal processing, was employed. PSNR represents the maximum ratio of power between signals and noise. The average PSNR (Avg) value is commonly used in video processing to assess video quality and loss compression codecs. Higher PSNR values indicate better reconstructed video quality. In video compression, a PSNR value between 30 dB and 50 dB with 8 bits of depth is considered good, with 50 dB being preferable. It is important to note that the validity of the PSNR metric depends on comparing results between the same codec, codec type, and corresponding video content.
Although PSNR is mathematically equivalent to MSE (Mean Squared Error), it is easier to define and interpret due to its scale. Therefore, PSNR is particularly useful for evaluating video codec standards such as MPEG-4, H.263, and H.264.
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                                                                           Fig.1 Proposed System Architecture 
 Algorithm 
1. Data Collection and Preparation: - Gather a dataset of video samples from the social cloud, including videos with various quality levels.  Annotate the dataset with objective quality measures, such as PSNR (Peak Signal-to-Noise Ratio), MSE (Mean Squared Error] .Split the dataset into training and testing sets

2. Data Preprocessing: Extract frames from the video samples and preprocess them as input data for the CNN. Resize the frames to a fixed size, maintaining the aspect ratio if necessary. Normalize the pixel values to a suitable range (e.g., [0, 1]). 

3. CNN Model Architecture / Spatio-temporal learning with higher-order CNNs: - The CNN model architecture for video quality measurement is designed with multiple convolutional layers, which extract and learn spatial features from the input video frames. Following the convolutional layers, pooling layers are employed to capture the essential spatial information. To incorporate temporal information, fully connected layers and/or recurrent layers are added if required. Finally, the output layer, consisting of a single neuron, predicts the objective quality measure of the video.

4. Model Training: Split the preprocessed data into training and validation sets. Train the CNN model using the training set. Optimize the model's parameters using a suitable optimizer (e.g., Adam, RMSprop) and a loss function that matches the objective quality measure being predicted. Monitor the model's performance on the validation set and apply techniques like early stopping to prevent overfitting.

5. Model Evaluation: Evaluate the trained model on the testing set to assess its performance in measuring objective video quality. Compute the predicted quality scores for the test samples using the trained CNN model. Compare the predicted quality scores with the ground truth quality measures from the dataset. Calculate evaluation metrics such as mean squared error (MSE), mean absolute error (MAE), or correlation coefficient to quantify the accuracy of the predicted quality scores.

6. Model Deployment: Once the CNN model demonstrates satisfactory performance, it can be used for measuring the objective video quality in social cloud environments. Given a video sample, the model takes its frames as input, processes them through the trained CNN, and provides a predicted quality score. By training a CNN model on a dataset with annotated objective quality measures, the algorithm can learn the underlying patterns and features that contribute to video quality. It can then generalize its knowledge to predict the objective quality of unseen video samples accurately.

        Mathematical formula
1. PSNR (Peak Signal-to-Noise Ratio):
PSNR is calculated as the ratio of the maximum possible power of a signal (e.g., the maximum pixel value) to the mean squared error (MSE) between the original video and the reconstructed video:


       PSNR = 10 * log10((MAX^2) / MSE)

where:
- MAX is the maximum pixel value (e.g., 255 for 8-bit videos).
- MSE is the mean squared error calculated between the original and reconstructed video frames.

PSNR is usually expressed in decibels (dB), and higher PSNR values indicate better video quality.


	PSNR(dB) Range 
	MSE Range
	Quality Level

	 above 40
	below 0.01
	Excellent 

	   30-40
	0.01-01
	Good 

	   20-30
	0.1-1
	Fair

	  below 20
	above 1
	Poor














2. MSE (Mean Squared Error):
MSE is calculated as the average of the squared pixel-wise differences between the original video and the reconstructed video:

                MSE = (1 / (M * N)) * Σ[Σ((X - Y)^2)]

where:
- M and N are the dimensions of the video frames.
- X and Y are the corresponding pixel values of the original and reconstructed video frames.


MSE provides a measure of the average error between the original and reconstructed video frames. Smaller MSE values indicate better video quality.

These formulas are commonly used to assess the objective quality of reconstructed videos compared to their original counterparts. By calculating PSNR and MSE using CNN models, the accuracy of the quality 
measurements can be improved.


Result and Discussion
As a result of the use of CNN models, precise predictions of objective    quality measures were made by capturing the spatial and temporal characteristics of video data. By incorporating PSNR and MSE metrics, we improved the robustness of our assessments. The purpose of this approach is to provide a better user experience as well as improve streaming services by assessing video quality in social clouds. Testing of a variety of datasets and platforms is required, along with the development of further research to address specific scenarios and enhance the generalizability of these results

Conclusion:
This paper has explored the utilization of Convolutional Neural Networks (CNN) and metrics such as Peak Signal-to-Noise Ratio (PSNR) and Mean Squared Error (MSE) in the measurement of objective video quality. The CNN architecture's capability to capture spatial and temporal features has enabled accurate prediction of quality measures. The inclusion of PSNR and MSE as evaluation metrics has further strengthened the reliability of the assessments. It is evident that continued research and advancements in this field hold significant potential for enhancing user experience and optimizing video streaming in social cloud environments.
                Future Scope 
There are still opportunities for improvement, such as exploring more sophisticated CNN architectures and integrating hybrid approaches to enhance accuracy and efficiency.
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