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ABSTRACT
In this paper, we propose emotion based text to speech model which converts text to speech in such a way that it takes into account all the emotions of the text and incorporates all the emotions into speech. Although current text-to-speech models are able to generate high-quality speech, generated voice is often not perceptually identifiable by its intended emotion category .To address this problem, we propose a system to synthesize emotional and natural human like sound from unstructured text. The entire system has two parts, first part deals with extracting emotion out of text using classification. The Second part is to modulate the voice to give it an emotional and human like base. Sentiment analysis, also referred to as opinion mining, is an approach to natural language processing (NLP) that identifies the emotional tone behind a body of text. This study is expected to improve the different methodologies in sentiment analysis as well as in generation of synthetic speech.
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INTRODUCTION
Emotion based text-to-speech seeks to synthesize humanlike natural-sounding voice for a given input text with desired emotional expression. The recent advances have enabled many applications such as virtual assistants, call centers, dubbing of movies and games, audio book narration, and online education .In a TTS system is expected to produce synthesized speech that resembles speech produced by a human but in reality, contemporary TTS systems produce synthetic speech in a way that sounds far from natural. Text to speech conversion plays  a  major  role  in transforming linguistic information stored as data or text into speech.  Nowadays  it  is  found  to  be  widely  used  in  audio reading  devices  for  blind  people. In  the  latest  times however, the use of text-to-speech conversion technology has grown far beyond the disabled community to become a major advantage and  a feature  to the  growing use of digital  voice storage  in cases  of voice  mail  and voice  response  systems. Also developments in Speech synthesis technology for various languages have already taken place In this paper, the emotions are identified and converted into speech. This technique can be enhanced further which could be used in various fields such as robotics and automated systems which could provide a more human like interaction with the users which could improve the overall working environment and the comfort ability of the users. Machines with more emotional human like voices will make it easier for the users to interact the machines and could make a lot of people attracted towards the usage of such kind of devices. For example, robots with more emotional voice outputs add an extra dimension to the field of robotics which could totally eradicate the feeling of interacting with the computational device .Sentiment analysis also known as opinion mining or emotion AI is the use of natural language processing, text analysis, computational linguistics, and biometrics to systematically identify, extract, quantify, and study affective states and subjective information. Sentiment analysis is widely applied to voice of the customer materials such as reviews and survey responses, online and social media, and healthcare materials for applications that range from marketing to customer service to clinical medicine.

STUDY
This section describes about machine learning, supervised learning techniques, types of emotions, text to speech conversion,   data classification techniques such as logistic regression.

2.1. MACHINE LEARNING 
Machine learning is a type of artificial intelligence that provides computers with the ability to learn without being explicitly programmed. Machine learning focuses on the development of computer programs that can change when exposed to new data. The process of machine learning is similar to that of data mining. Both systems search through data to look for patterns. However, instead of extracting data for human comprehension as is the case in data mining applications machine learning uses that data to detect patterns in data and adjust program actions accordingly. Machine learning algorithms are often categorized as being supervised and unsupervised. Supervised algorithms can apply what has been learned in the past to new data. Unsupervised algorithms can draw inferences from data-sets. It is the use and development of computer systems that are able to learn and adapt without following explicit instructions, by using algorithms and statistical models to analyze and draw inferences from patterns in data.

2.2 SUPERVISED LEARNING 
Majority of machine learning algorithms currently available are supervised machine learning approaches. In Supervised Machine learning, training data-sets and test data-sets are used. Throughout the process, it makes use of a methodology to comprehend the function mapping. The objective is to roughly decide the function mapping with the help of training model, so that when new keyword is given as input, output can be predicted for that keyword. It is known as supervised learning approach because the procedure of an algorithm learning the model from the predefined training data-set is analogous to a person overseeing the process of learning. Right answers are known and the machine learning logic consequently makes prognosticate on the training data and is rectified by the human overseeing the learning process. When it attains an adequate level of authenticity, Learning halts. In supervised learning, the output data-sets are provided which are used to train the machine and get the desired outputs whereas in unsupervised learning no data-sets are provided, instead the data is clustered into different classes.

2.3 CLASSIFICATION TECHNIQUES
An algorithm that performs categorization, especially in a tangible implementation, is known as a classifier. Mathematical functions can also perform classification by implementing a classification algorithm that maps input data to a class. There are many varieties of classifiers available

2.4 TYPES OF EMOTIONS
Emotion detection procedure deals with finding the emotion present in the given sentence provided as input by the user. The emotions are classified into various categories such as Happy, Sad, Angry and Fear. Any other emotional type falls under any one of these basic four emotional categories. For example frustration is an emotion that falls under the category angry. Hence any other complex emotion which is present in the given sentence falls under any one of the given four basic emotional categories. An emotion could be a combination of any of two or more basic emotions. But the algorithm analyses the given sentence and determines the emotion of the sentence based on the strength of the emotion in the given sentence. This is done by analyzing the sentence pattern and identifying the emotion which represents the given pattern of sentence. 

2.5 TEXT TO SPEECH CONVERSION 
A text to speech converter converts natural language text into audio speech. Synthesized speech can be created by concatenating pieces of recorded speech that are stored in a database. For specific usage domains, the storage of entire words or sentences allows for high-quality output. Alternatively, a synthesizer can incorporate a model of the vocal tract and other human voice characteristics to create a completely "synthetic" voice output. Text-to-speech convention transforms linguistic information stored as data or text into speech. It is widely used in audio reading devices for blind people present days. Detecting emotional state of a person by analyzing a text document written by him/her appears challenging but also essential many times due to the fact that most of the times textual expressions are not only direct using emotion words but also result from the interpretation of the meaning of concepts and interaction of concepts which are described in the text document.

PROPOSED WORK 
The text input is analyzed to determine the emotions. The phonetic conversion is performed and prosodic phrasing is constructed. The audio files of individual words are taken from the speech database and they are concatenated to generate the continuous speech. The user inputs simple textual data into the system. Once the emotion is identified by the system, the user is notified about the emotion present in the textual data. This comprises of the first part of the problem. Once the emotion is detected, grammar of the sentence is identified. The text to speech conversion system analyses the textual data word by word, and selects the audio of the word. The proposed work makes use of database which has all the words which are allowed to use on the sentence. This database is a multimedia database which utilizes and comprises of audio files of emotions associated with the particular word. A word could be associated with more than one emotion. Hence emotional audio for a word for all possible emotions are uploaded along with the primary emotion of the word. This is stored in a multimedia database which could be recovered whenever it is required. Once the sentence with an emotional word is given as input to the system, the system first identifies the emotion which lies in the given sentence. This is done by analyzing the given words in the input sentence and identifying the sentence pattern and the strength of the words in the given sentence pattern. Once it is completed the overall emotion present in the sentence could be identified. Then the text to speech conversion process could be started. The given words are compared with the words present in the multimedia database and the matching emotional audio for the given words are retrieved from the multimedia database. The audio is retrieved based on the overall emotion of the sentence. Then all the audio files are concatenated to form a single flawless continuous audio file to produce the speech output for the user.

METHODOLOGY
The proposed work focuses on TTS systems based on the sentiment analysis. The proposed framework is mainly focused on reviewing and gathering a set of features which is used for sentiment classificationThis section describes data collection, pattern recognition, output audio generation and validation.

DATA COLLECTION
A data-set consists of sentences with labeled emotions.  At first, all the required data for the algorithm to utilize and the data range that are to be processed by the system are collected and uploaded into the database so that they could be retrieved and processed later.

4.2 PATTERN RECOGNITION
Logistic regression is one of the most popular Machine Learning algorithms, which comes under the Supervised Learning technique. It is used for predicting the categorical dependent variable using a given set of independent variables. Logistic regression predicts the output of a categorical dependent variable. Therefore the outcome must be a categorical or discrete value. It can be either Yes or No, 0 or 1, true or False, etc. but instead of giving the exact value as 0 and 1 Logistic Regression is much similar to the Linear Regression except that how they are used. Logistic Regression is a significant machine learning algorithm because it has the ability to provide probabilities and classify new data using continuous and discrete datasets.Various possible types of sentences and their patterns, possibility of words occurring in the sentence, position of the word, the emotion referring the word, the strength of the word in the given place and pattern of the sentence are defined into the algorithm. So that the given emotional word occurring in any type of sentence and any place in the sentence still could be identified and the emotion could be recognized. The input text is classified based on the emotions derived from the sentence. The classifier assigns labels to each input text with suitable emotion based on the affective attributes. It predicts the most appropriate sentiment label according to the features extracted from the terms observed in the text.

0. OUTPUT AUDIO GENERATION    
Once the emotions are identified successfully next part is to generate audio from corresponding text. The choice of audio representation is one of the most significant factors in the development of deep learning models for sound synthesis. Numerous representations have been proposed by previous researchers focusing on different properties. Raw audio is a direct representation demanding notable memory and computational cost. It is also not considered for evaluating purposes since different waveforms can perceptually produce the same sound.  Apart from an overview of the audio representations existing in sound synthesis implementations, this paper additionally quotes popular schemes for conditioning a deep generative network with data. Conditioning in generative models can control the aspects of the synthesis and lead to new samples with specific characteristics  
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1. CONCLUSION:
This paper has discussed a study of the different mechanisms and methodologies in text to speech system. Other topics in this study include doing sentiment analysis on text data, classifying emotions from the text, voice modulation and generating expressive speech from text. This study has also covered the difference that the sentiment classification makes to the synthetic speech making it more expressive. Future works are being done  to  improve  the classification to multiple domains. This technique can be enhanced further which could be used in various fields such as robotics and automated systems which could provide a more human like interaction with the users which could improve the overall working environment and the  user experience.
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