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Abstract— In today’s ASR engines, a set of various features
extraction and modeling classifier approaches are used.
Traditional front end techniques-LPCC, PNCC faces the
challenges of performance degradation due to acoustic mismatch
conditions. On the other end acoustic classifiers-HMM, GMM,
SGMM tackle the issue of training medium vocabulary Punjabi
continuous corpora. An extensive study is done to cope with these
factors. Various front and back end approaches are analyzed
with different baseline and hybrid methodologies. This paper
tries to fulfill the gap of actual corpus performance in
comparison to synthetic speech corpora. In this paper we analyze
variation in acoustic mismatch and modeling information are
performed using MFCC, GFCC noise robust approach at front
end .

Keywords— ASR, HMM, GFCC, SGMM ,MFCC ,GMM-
HMM.)

I. INTRODUCTION

Speech plays a crucial role in making better communication
between a machine and a human. To process an input
speech signal a human can easily adapt as per signal
conditions but in case of a machine its performance
degraded. An ASR (Automatic Speech Recognition) based
system processes spoken utterance tries to maps them into a
corresponding text.

The fundamental process of speech recognition is
defined as an ability of a machine to produce output in
machine readable form corresponding to a spoken utterance.
An ASR structure is reliant on upon two modules, "training"
and “testing”. An exactness of the ASR scheme is affected
by various factors such as environment, distortion, speaker
differences, reverberation, etc.

The system framed through these techniques analyze
the person's unique voice sample and use it to fine tune that
recognizes the person's speech, resulting in more accurate

transcription.
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Il. PUNJABI LANGUAGE

Punjabi language is individual of the 22 official languages.
It is spoken by over 100 million people worldwide and
around 90 million peoples reside in part of Punjab in India
and Pakistan. Punjab is a territory that was divided by the
Britishers during the 1947 partition between India and
Pakistan. Rest of the Punjabi speaking people are spread in
countries including Malaysia, South Africa, the United
States, United Kingdom, United Arab Emirates, and the
Canada.

In India, Punjabi is the state regional language of
Punjab state. One of the problems that are faced in Punjabi
language is various geographical regions and the variation
of dialect in those regions. This dialectal variation affects
language in many ways one of which is change in
pronunciation of various words. Punjabi is written in two

different scripts one is Gurumukhi and other is Shahmukhi.

I1l. BASIC STRUCTURE OF ASR

An ASR system mainly consists of two stages: training and
testing. A training stage further consists of feature extraction
at front end, acoustic feature classification (modeling
phase), pronunciation model and language modeling phase
at the back end. The second stage employs speech feature
vector generation at the front end and knowledge generation

through decoding/search phase at the back end as shown in
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Fig 1 Basic Structure of ASR

Feature Extraction: In feature extraction phase, an input
speech signal is processed to generate the non-redundant and
unique feature vectors. The extracted feature vectors contain
the capability to differentiate each of them from similar
feature vectors and also include discrimination properties.
Processed vectors provide the knowledge of phonetic class
and remove the part of the information that doesn’t contain

linguistic knowledge (W).

It discards the other characteristics of the signal such
as speaker or environment. These feature vectors are further
used for classification and knowledge generation purpose in
acoustic modeling and decoding phase of the speech system.
There are several ways to extract features from a voice

signal. Several of these include-

» “Mel Frequency Cepstral Coefficients (MFCC)”

» Gammatone frequency cepstral coefficient(GFCC)

IV. DIFFERENCE BETWEEN MFCC AND GFCC

Broadly speaking, there are two major differences. One of
the most used methods for converting signals from the time
area to the occurrence area is called GFCC. With the use of
a Gammatone filter bank, it uses a cepstral analysis
procedure to extract the robustness of the spoken speech.
Pre-processing is a phase that is added to the MFCC process
that aids in eliminating DC and its first order transformation
utilising pre-emphasis. Additionally, it aids in the analysis
of the short-term Fourier transformation using the Hamming
window or by substituting a different multi-taper spectrum
estimation function. Then, a triangular filter is used to
conduct the auditory spectral investigation with the Mel

filter bank. as shown in figure 2.

“Mel-frequency cepstral coefficients (MFCCs)”: A

petite-period control range of a wide-ranging is
characterized by an MFC, or mel-occurrence cepstrum
which are produced from a nonrectilinear "spectrum-of-a-

spectrum™ cepstral representation of the audio sample.
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Fig 2 Flow diagram of MFCC and GFCC feature

extraction technique

V. LANGUAGE MODEL

Using a Language Model (LM), one may anticipate the
word that will be said next by using probability for a word
sequence. Silence and filler words described in a filler
lexicon are not included in LM. An adjacent group of n
words from a particular voice or text sequence makes up an

n-gram LM..

VI. ACOUSTIC MODEL

The collected feature vectors are used as an input for
categorising auditory data. The categorization technique
also aids in the test sample's improved identification of
spoken utterances. Modern speech recognition systems rely
on the HMM approach for acoustic modelling, which uses
the probability distribution of an audio vector. The addition
of auditory data is an attempt to better reflect them than
HMM states.

To improve performance recognition, the
HMM is hybridised with GMM or SGMM. Each state space



of an input voice is modelled using multivariate GMM when
GMM is merged on HMM.TRANSCRIPTION FILE

The portrayal of any language in writing or the mapping of
audible speech onto written words is known as transcription.
Each waveform's information is displayed as text in voice
recognition. The transcription file's contents for the Punjabi
language are seen in Figure 5.7.

Waveform transcription is created by putting the
appropriate words first, followed by the waveform name.

The procedure is manual.

SANU HAMESHA RABB DI USTAT KRNI CHRHIDI HAT

SANU APNE USTAD DI IZAT KRNI CHAHIDI HAT

NETA BHERFAU BHASHAN DE KE LOKAN NU UKSRUNA CHAUNDE HAN
KYI NETA DENGEY BHARRAUN LYI UKSAU BHASHAN DENDE HAN
FUNJEB DI DHERTI BHOT UPJAU HAI UGRRVAD NE FASHMIR NU TABAH FAR DITA HAI
MOHALLE VICH SAB TOH UCHA GHAR SADA HAT

IMERAT DI UCHAYI MABBEY FUTT HAT

LAPNE ADHTEARR DI UCHIT DHANG NARL VARTO RRO

HARH RAUN KARAN KYI GHR UJAD GEE

FAL MERE DOST DE DADA JI DA UTHALA SI

FUNJAB KAMAK DA BHOT VDAA UTPADRK HRI

CHEEN BHARAT DI UTIRI DISHA VICH STHIT HAI

MERE PITA JI DI UMAR FANJAH SARL HAI

SANU CHRNGE AVSAR DA FAYDA UTHAUNA CHRHTIDE HAT

SANU HAMESHA RSAT DE RASTE TOH DURR REHNA CHRHIDA HAT
DIWALI DE DIN ATASHBAZI DEKHAN YOG HUNDI HAI

TANKHA GHAT HOON RKRRE MEH NAURRI TOH ASTIFA DE DITA
MERA BHRA AFNE DASVI DE NATIJE TOH ASANTUSHT SI

MERI NAURRI HLE ASTHAYI HAI

EMRITSAR IR PAVITAR ASTHEN HAT

SHRI HARMENDIR SAHTB DI ASTHAFNA GURU RRJAN DEV JI NE KITT
OH IE ASDHARAN VIYAKTI HAT I

iANU ASAFLTA TOH NIRASH NHI HONA CHRHIDA

[IMATI MANURH L¥I EOI VI KZM ASEMBHAV NAHI

HNGI GAL DA ASAR HAMESHR HUNDA HAI

Fig 3 Transcription file

The Lexicon-Dictionary file separates words into the sub-
words that are contained in the acoustic model and provides
the word pronunciations. Any spoken term that is not
recognised or included in a dictionary is referred to as being
out of vocabulary (OOV).

It's possible that a single word might have more than
one pronunciation. They are distinguished in that situation

by a special parenthesis. For instance:

SANU S AE N UW

HAMESHA HH AE M AH SH AH
RABB RAEB

Dl DIY

KARNI KAARN IY

The P-ASR system's experimental findings are reported in

this section.. The performance of speech recognition

systems is usually specified in terms of accuracy and speed
.In this we used native speakers in clean environment .Total
numbers of speakers 9 corresponding male and female.The
word error is calculated

“Word Error Rate(WER) =(S+D+1)/TW”

Experiment

Number

Experiment 1 1. Native Speakers 7.11

2. Total Speakers =
2(1Mand1F)
3. Clean environment

Experiment 2 1. Native Speakers 10.51
2. Total Speakers = 3
(2Mand1F)

3. Clean environment

Experiment 3 1. Native Speakers 13.41
2. Total Speakers =4
(2Mand2F)

3. Clean environment

VII. CONCLUSION

ASR
for Punjabi language has been developed using Kaldi
toolkit. MFCC and GFCC are used for Training of large

vocabulary system. The proposed System has been

In this work, speaker independent system

implemented with simple Sentences spoken by (5 male and
4 female) 9 Punjabi speakers . clean environment, GFCC
Provides maximum WER of 26.68% .
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