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Abstract:
 
We have developed a module called Silent Speech that enables users to control their smartphone with their lip movements. Our module analyzes the user’s lip images and matches them with a predefined dataset to produce an output. Our system supports 26 commands for various tasks such as launching apps, adjusting settings and handling popups. We evaluated the performance of Silent Speech with user tests and measured its recognition accuracy. We also compared it with voice and gesture commands in terms of privacy and usability. We found that Lip-Interact can help users interact with their phone discreetly, communicate with others without disturbing them, and free their hands for other activities. 
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Introduction:
Today’s world is totally engaged into the mobile applications and its use. In our daily life there are some situations where you are not able to use your smartphone very efficiently. Let’s say sometimes you are in a train and your one hand is busy catching the support and with the other hand you are using your smartphone. It is not easy to access the smartphone by only one hand and tapping on the screen with the fingertip. Hence, paper present Silent Speech Mobile Interaction which will allow the user to give commands to their mobile phone through silent speech. Here the user has to issue or give the commands using their lips. This lip movement will be detected by our AI model and the task will be performed. Silent Speech Mobile Interaction will also benefit the physically challenged people who cannot speak i.e., those who are deaf and dumb. Thus, providing a helping hand to the mankind. The goal of Lip-Interact is to provide a simple, yet powerful approach to issuing commands on the smartphone. Silent Speech Mobile Interaction refers to a technology that enables users to interact with their mobile devices without speaking out loud or making any audible sounds. Instead, it uses silent speech recognition techniques to interpret the user's internal speech or subvocalizations. The idea behind silent speech interaction is to capture and analyze the electrical signals generated by the muscles involved in speech production, such as those in the throat, tongue, and face. These signals are then processed by specialized algorithms and converted into understandable commands or text input for the mobile device. In this article, in paper introduce Lip-Interact, which allows users to enter their smartphones with a silent gesture. Silent Speech model redesigns the device's front camera to capture the user's mouth, segment silently speaking, and recognize lip movements based on commands from deep learning based on image sequence recognition technology. For example, to take a selfie, users can say "open camera" in just one step to launch the app directly instead of calling themselves, and then "take" to press the shutter button instead of reaching for an unbalanced thumb that causes blindness. In addition, users can use "home", "back", "screenshot", "flashlight", etc. to easily control device settings. can issue commands.

II.  Literature Survey
The authors from previous paper discuss the challenges of traditional approaches to lipreading, which rely on hand-crafted features and are often limited by the complexity and variability of speech movements. They propose a deep learning-based solution that can learn directly from raw video data, allowing for greater flexibility and accuracy. The proposed approach uses an LSTM neural network to process video frames of the speaker's mouth movements. The LSTM is able to capture the temporal dynamics of speech movements, allowing for accurate recognition of phonemes and words. The authors also incorporate a spatial attention mechanism to focus on the most informative regions of the video frames. The authors evaluate their approach on two lipreading datasets and show that it outperforms state-of-the-art methods, achieving an accuracy of over 80% on both datasets. They also demonstrate the robustness of their approach to noisy and low-resolution video inputs. Overall, the paper presents a promising approach to automatic lipreading that has the potential to improve speech recognition in noisy environments or for individuals with hearing impairments [1].
 The authors first discuss the limitations of traditional front-facing lipreading approaches, which can be affected by factors such as lighting conditions, occlusion, and facial expressions. They propose using a profile view of the speaker's face, which provides a clear view of the lips and reduces the impact of these factors. The proposed approach uses a combination of motion and appearance features to capture the movement and appearance of the lips in the profile view video footage. The authors also incorporate a dynamic Bayesian network (DBN) to model the temporal dynamics of the lip movements and improve the accuracy of the lipreading system. The authors evaluate their approach on a dataset of profile view videos of speakers reciting isolated words and show that it outperforms traditional front-facing lipreading approaches, achieving a 
Figure 1.1 Facial landmark detection

word recognition accuracy of over 70%. They also demonstrate the robustness of their approach to variations in lighting conditions and facial expressions. Overall, the paper presents a promising approach to lipreading that addresses some of the limitations of traditional approaches. The use of profile view video footage and a dynamic Bayesian network model could improve the accuracy of lipreading systems, particularly in challenging conditions [17].
GRID: The GRID dataset, released in 2006, is a widely used dataset in the field of lip-reading research. It is a corpus of videos containing spoken sentences, recorded in a studio setting, by 34 different individuals. The sentences have a fixed structure and belong to 51 classes of words, such as colors, numbers, and letters. The GRID dataset is primarily designed for testing the accuracy of lip-reading models on clear and simple speech. The videos in the dataset have a resolution of 360x288 pixels and a frame rate of 25 frames per second. The videos are recorded in black and white and the speaker's face is the only visible object in the video. The dataset is accompanied by a set of text transcriptions of the spoken sentences, which can be used to evaluate the accuracy of lip-reading models. The GRID dataset provides a valuable resource for researchers who are interested in developing and testing such algorithms. By using the GRID dataset, researchers can test their models on a large, standardized dataset and compare their results with other researchers working in the same field. Overall, the GRID dataset is an important resource for the development and evaluation of lip-reading models, and it has been widely used in research to improve the accuracy of these models.
MIRACL-VC1: MIRACL-VC1 is a valuable dataset for researchers working on lip reading and speech recognition models. It was created in 2014 and includes spoken words and phrases by 15 different individuals using a Kinect sensor. The dataset comprises both color and depth images of the speakers' mouths, providing more comprehensive information for lip reading models. The dataset is divided into ten classes, each with ten different phrases or words, such as greetings, commands, and questions. This categorization helps researchers to develop models that can handle different types of speech accurately. The images in the dataset have a resolution of 640x480 pixels and a frame rate of 15 frames per second, which is sufficient to capture the subtle movements of the lips and mouth during speech. MIRACL-VC1 is unique from other lip-reading datasets due to its inclusion of depth information. This additional data provides a more detailed representation of the speaker's mouth movements and helps to improve the accuracy of lip-reading models. The dataset has been widely used by researchers to develop and evaluate various lip reading and speech recognition models.
 LRW: This is a dataset that was presented in 2016 for lip reading research. It has words that are spoken by over 1000 different people in natural videos from the web. The words belong to 500 classes and are aligned with subtitles, which can help with training lip reading models. The images have a resolution of 256x256 pixels and a frame rate of 25 frames per second. This dataset is challenging for lip reading models because it involves  diverse speakers, backgrounds, lighting conditions, and head poses34. Lip reading is the process of recognizing speech from visual information only3. Lip reading can have many applications, such as helping people with hearing impairments, enhancing speech recognition in noisy environments, or enabling silent communication24. However, lip reading is also very difficult because of many factors, such as mumbling, accents, foreign languages, jargon, and homophenes. Homophenes are words that look similar when lip read, but have different sounds. For example, “pat” and “bat” are homophenes because they have the same mouth shape but different sounds.

III. Methodology
1. Dataset Preparation:As suggested in introduction, this paper had to manually create few lip motion datasets for the training of our model. Because there is a large variation in the way of pronouncing and mouth shape according to each individual, we collected the lip motion video of team members that are supposed to use standardized pronunciation. For each command, 30 raw data were collected from 3 people as shown in Table 1. The raw video data had to be preprocessed appropriately for the training of the deep learning model. Considerations in preprocessing are as follows: 
	Sr.No.
	Words
	Sr.No
	Words
	Sr.No.
	Words

	1
	Back
	11
	Open Whatsapp
	21
	Delete

	2
	Home
	12
	Open Browser
	22
	Check

	3
	Screenshot
	13
	Open Camera
	23
	Answer

	4
	WiFi
	14
	Open Gpay
	24
	Hangup

	5
	Mute
	15
	Open Camera
	25
	Yes

	6
	Flashlight
	16
	Open Music
	26
	No

	7
	Notification
	17
	Open Message
	
	

	8
	Recent Apps
	18
	Open Mail
	
	

	9
	Bluetooth
	19
	Open Photos
	
	

	10
	Lock
	20
	Open Alarm
	
	














Table 1. 26 Commands used in Dataset


Two ways of Lip detection which is to extract only the image of the lips (Because during the detection process something which is not lip can be detected, there are some loss of # of data)  Cropping and Resizing to be 64 x 64 RGB images. Padding & Sampling for data (frame) normalization 8:2 ratio of Train/Validation set. By using some video capture software program like Bandicam, you can get a avi file of video. This paper need a special preprocessing process because in project a user-created dataset rather than a formal dataset. To do this, use the OS and OpenCV libraries. Other libraries are the same as the previous example code, except for some layers, keras package needed. Creating Datasets Our own datasets can be converted to deep-running formats through the following path algorithms. The dataset to be used at this time must be stored with the code in folder-subfolder format.The data is stored in a subfolder in the form of a jpg image in numerical order, so it is read through the loop by OpenCV Library function imread. At the same time, the image is scaled to the input size for transfer Learning by OpenCV Library function resize, and the Figure 1.3 Model Architecture
LSTM

label is stored after escaping the subfolder. In the case of input data, we can see that it has the same shape as the first input parameters to put into the model. The label is also made up of 
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a stack of one-dimensional matrices. And, the dataset and its corresponding labels should also be shuffled to fit function They must be shuffled in the same order, and for this, a random array corresponding to the data size is created and the shuffle proceeds in that order.

2.Building a Model
In figure 1.3, the model configuration consists of three steps.1.CNN model architecture declaration ( Transfer Learning model) 2.LSTM model architecture declaration 3.Combine whole model CNN+LSTM model architecture CNN model code is shown upper. We selected the MobileNet architecture with a relatively low weight as the transfer learning model considering the model size by adding the LSTM layer. You can use other models like InceptionV3, ResNet50 etc.. by simple change of applications class name to this from MobileNet, but you must modify the required parameters as ( cols, rows, channel ) shape The MobileNet 

receives specified image and returns the CNN code, which is set to be impossible to learn. At the end of the CNN model, the dense layer consists of two sets of learnable states, which will be used as input to the LSTM layer, so the activation function is both ReLu. The dense layer has 1024, 128 nodes each and includes a dropout layer in the middle. It is formed as an independent structure Lstm_inp and can be modified internally. As the optimizer, we used the Adam optimizer which is generally known to have good performance and the default parameters are the default values. Details of this can be found on the Keras library website. Also, since classifying the classes and set the loss function like this. You can use this function to verify the model architecture, but this applies only to the post-LSTM part. Figure 1.4. Result of validation accuracy

3. Training the Model
Since the generator is not specified in this case, the model fit() function is used. the whole data is put into memory instead of reading the data into the flow every moment, and the shuffled batch is extracted and used. Therefore, a very large data set will require special preprocessing in our case. By running this function, you can observe the training process in real time as shown in the figure. This helps to stop immediately when judged that the wrong training is going on. Confirm the Learning Process. Visualizing the training process is exactly the same as the previous example, and works on any model if you only set the model name. The green line represents validation acc and the red line represents validation loss, which is an important indicator of training. If, during training, the validation loss tends to increase without further decline, the model should be discontinued because it is overfitting.

IV.RESULT
[bookmark: _Hlk135003874]The models trained with the conditions above showed the successful result of validation accuracy exceeding 80%. below three figures are training history of our models with 10, 15, and 20-time steps, respectively. Among 3 time steps (# of frames), 10-time steps showed the best result of 80% validation accuracy. Also, the graph of 10-time steps result, which was obtained by accepting only first 10 frames per video as shown in figure 1.2, is the most stable. 
Figure 1.4 shows the minimum value loss and maximum value of our training data.Among the 26 commands, 16 can be accurately recognized. Model test: The trained model has been recorded as a ‘.h5’ file and then loaded again to test constructed by SVM-based lip detection algorithm. It appears that since the test set was preprocessed in a different way from the training and validation set, the test accuracy is lower than the validation accuracy.
V. ConclusionFigure 1.2 First 10 frame per video

This paper presents an optimal design and development of a system for silent speech mobile interaction. The paper also introduces a methodology for creating a dynamic vocabulary dataset for mobile application that can serve as a model for future work. Moreover, the paper demonstrates how the system can convert silent videos into words that can benefit researchers in related fields. This paper proposes a new method for silent speech mobile interaction that uses deep learning and  computer vision to convert silent videos into words. The paper also describes how the dataset of silent speech videos was created and collected from different speakers and environments. The paper evaluates the accuracy and robustness of the system and shows its potential for various use cases such as speech therapy, voice authentication, and silent communication. result of validation accuracy exceeding 80%.
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