A Novel Approach for Gear Defect Detection Using ML
 
 
Abstract — This proposed work introduces the application that is used to perceive the condition of system equipment. In machines, equipment is a very important component on every occasion and if it is damaged then it immediately affects on the gadget's reliability. The objective of this project is to build a system that shows the type of tools or condition of tools, whether it is damaged. Convolution neural network technique might be used to locate the situation of tools and this approach is accomplished via picture processing. It takes the photograph manually from datasets or via the live digicam. The actual result of this proposed work is to show the pick-out gear picture and analyse which form of gear is defective or non-defective. We explored various CNN networks for item detection using real facts furnished by the consumer. The surface detection and counting the variety of equipment teeth manually isn't always correct so to clear up the trouble we have built this project.
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I. INTRODUCTION  

The reliability of the machine is directly impacted by the failure of the system's primary component, the gear, which is the fundamental part of mechanical transmission systems. Thus, gear inspection is a crucial responsibility in machine work. A gear train is a sequence of two or more pairs of gears working together. As it is crucial to find gear faults, this can be done in a variety of methods, which will examine the condition of the gear. Gear fault identification has limitations in that it cannot recognize all sorts and categories of gear faults, even using time-frequency, vibration, and noise produced by the fault. This research creates a gear defect-detecting application device that uses CNN image processing to address the aforementioned issues. For this image processing, we first choose an image from the data set, compare it to a healthy gear image using the CNN method, and then determine if the result is faulty or not. Because it lowers maintenance costs, it is particularly beneficial for railroad equipment and other devices. Additionally, it aids in resolving the gear defect issue that compromises the reliability and safety of railroad operations. It plays a crucial role in the industry in determining whether or not the gear is defective so that material production can continue gear.
 
                                                                                                                                      II. RELATED WORK 

In paper [1] a system is proposed for finding gear defect detection. It provides two datasets one as a training data-set and the other as a test datasets. The training data-set is trained by applying Convolution Neural Network on gear images and providing labels to each of the images. The original gear image is saved in the test datasets and is used as an input image. The original image is processed through various classification layers like Convolution, Pooling, Fully Connected, and soft-max. TensorFlow is also used in this process to make it easy to load an image datasets and compare the healthy data to the broken data. We predict the output using a live camera and find out the type of gear and count the teeth of a gear. The drawback of the system is that the non-labeled images or data sets do not undergo a process using the CNN model. It only deals with labeled image datasets.CNN has the de-factor architecture for various visual inspection methods. Work [2] proposed an automatic defect detection method by combining the pyramid module and attention module. Generative adversarial networks (GANs) are also used for low-quality image reconstruction, data augmentation, and semantic segmentation in defect detection. In addition, many CNN-based systems are developed for industrial detect detection. This work in [3] is a proposed method for area-engine blade defect detection, one step forward in providing graph representation learning for properties of a bled defect. The rise and development of GNNs have propelled the advancement of many research communities such as knowledge graphs and social networks. Chen et al [4] introduced prior knowledge into diagnosis models and proposed a weighted GCN for circuit structure fault diagnosis.   The work of Chen et al [5] reviewed GNN-based methods for fault diagnosis from the perspectives of data processing, network architecture selection, experimental validation, and benchmark datasets, also studies that apply GNNs to various industrial images for defect detection are rare. 
The RPN [6] refers to the region proposal network in the object detection algorithm, PRN plays a significant role in terms of generating predefined bounding boxes and performing preliminary defect classification and localization. Shih et al [7] proposed a reduced RPN in object detection networks for reducing parameters and improving accuracy. In addition, scholars set the proposals with multiple scales in PRN due to the consideration of the size of defects.

III. PROBLEM DEFINITION 

The early detection of flaws allows for prompt equipment repair and successfully prevents gear batch flaws. The manual experience-based classic sampling technique is currently unable to meet the demand of manufacturing businesses. Manufacturing companies desperately want a reliable, quick, and affordable detection solution. The approach of object detection combines precision, speed, and affordability. The object detection method is used in this work to find gear end-face flaws. It is able to identify metal gear end surface flaws in real time as a result of manufacture.

             IV. EXISTING SYSTEM 

The existing system will compare images of defective and non-defective gears inspected at this manufacturing facility. Manufacturing enterprises urgently need an accurate, fast, and low-cost detection method. Due to the small surface defects of the gear end-face, the complex shape of the gear end face, and the complex processing environment in the workshop. The high requirement for real-time detection, there are great challenges in the detection of gear end face defects. The detected and unreported mistake in Metallic gear defect identification when defect characteristics are very close inspired this effort. Using the defect identifiers technique based on thresholding or mentioned image essentially depicts the defective location. This paper provides an overview of common gear flaws as well as potential automated defect detection solutions utilizing image processing techniques.

  V. PROPOSED SYSTEM ARCHITECTURE  

A. System Overview 

Gear Defect Detection System is used in industrial project work. It is the application of Computer Vision Techniques. It is used to solve problems in multiple Commercial Companies. This system refers to visual features such as Image Processing, and CNN Algorithm Prediction. The gear defect detection system has become popular in the industry due to the large range of users. Identifying defects of broken gear by other methods would become time-consuming. Therefore, there is a need for gear defect-detecting systems for huge industries. We have built a Gear Defect Detection System Software using Machine Learning.
A gear in a rotor machine having the number of teeth meshes with another gear part to transmit torque. The number of gear is identical in shape but may differ in size. Gears are classified into different categories according to the number of teeth and their construction. 
The main motive in gear defect detection is to use innovative, effective, and precise techniques to identify gear flaws in an industrial gear manufacturing process with a complex background. The manual experience-based classic Sampling Technique is currently enable to meet the demand of business. The approach of object detection combines precision, speed, and affordability.As a result, it achieves real-time identification of metal gear and surface defects, during production. In this paper a study about the related work and its background is done in section II, and the implementation details in section III where we see the system architecture modules, description, mathematical model, algorithms, and experimental setup. In section IV we have discussed the expected results and at last, we provide a conclusion in section V.


            
    VI. IMPLEMENTATION DETAILS 
[bookmark: _GoBack]
A.  Algorithms 
 
Algorithm 1: Random Projection Algorithm 

1. Set the hash code V = 0;
2. For every feature f do create feature vector C using feature f.
3. for every image k = 1 to C do
4. Generate a hashing function using component fk;
5. Build a hashing able where each bucket store image.
6. Names corresponding to the same hash code.
7. add the hash code to the set V = V [ fk]
8.end for
9. Design the  graph consisting of V nodes corresponding to all hash codes
10. Measure the similarity between each pair of the codes.
11.Select m hash codes in a greedy way using. The set of selected hash codes is denoted as A.
12.for every query q do
13.Initialize the retrieve set as R = 0;
14.For code m in A do R = R[samples in the same bucket of q using code m].
15.end for
 
Algorithm 2:  RC4 Algorithm 
 
Rc4 is presumably the most generally utilized stream cipher as a part of the world because of its straightforwardness and proficiency. RC4 generates a pseudo random stream of bits called as key stream. As with any stream cipher, these can be used for encryption concatenation of content  using bit-wise exclusive-or; decryption is performed in the same way  Pseudo-random generation algorithm (PRGA) the PRGA modifies the state and outputs a byte of the key stream. PRGA 
(P) 
          Initial conditions  i←0  j← 0  
               Formation of loop:  
i ←(i+1)mod256  j← (j+S[i])mod256  
P[i] ↔ P[j]  
Output z ←+P[P[i]+P[j]mod256] 
PRGA(P,i,j)           Generation loop:  
P[i]↔  P[j]  j← (j-P[i]+256)mod256  i ←(i-1+256)mod256  
Output z ←+P [(P[i] + P[j]) mod256] 
 

Algorithm 3: FDMF - Find Duplicate Music Files and 
Fingerprint 
 
 FDMF is an acronym for 'Find Duplicate Music Files' and fingerprint system provided by Kurt Rosenfeld  It has been designed to detect equal versions of the same song title even if the meta-data is not the same. 
 
1. Decode / decompress the input file to raw audio data 
(PCM) 
2. Apply the Fast Fourier Transformation (FFT)
3. Divide the frequency spectrum into 4 non-overlapping frequency bands (B1 -B4) 
4. Calculate the energy of the bands for each 250 milliseconds     chunks 
5. Define a result list (FP . . . fingerprint) consisting of regions and calculate the following values: 
A)FP[0..255] = b) FP[256..511] = (B2 + B3)/(B0 + B1)- ratio for each chunk 
B)FP[512..767] = (B0 + B2)/(B1 + B3)-ratio for each chunk 
6. The sum of the energy bands for each chunk
7. Calculate the power spectra for each array 
8. Apply spline fit smoothing operation 
9. Apply a one-bit median quantization on these values
10.Concatenate the bit string to get the full fingerprint out of 3 times 256 bit, a 768 bit signature 2
11. Store the representation to the database 
 
For the evaluation, the following steps have to be performed: 
1. Extraction of the fingerprint as described 
2. Comparison with database entries 
3. If the results (i.e. distance values) exceed the given thresholds (one for each region), a proper identification is confirmed and printed. 

B. Mathematical Model 
    System S = {I, H, Q, D, En(L),  Dn(L), O } 
  Input: I= Multimedia file  image or audio 
                       I =   {I1, I2,…. In}      where I is a set of  input 
  Output: O =Candidate list  
                       O= {O1,O2, …On}  where  O= Required item. 
            
  Process: 
 
1. Hash values generation:-  
   H={H1,H2,  .....Hn}  where H is set  hash values 
generated 
2. Query acceptance at server side:-  Q= { H1,H2,  .....Hn }   where Q is a set of queries accepted by cloud server. 
3. Hamming Distance Calculation:- D(H1,H2) |L1=[image: ] dH (h1,h2) | 
4. where  L1= Hash distance, dH =Hamming distance between two  sub hash values  
 
5.Encryption:-  
En(L)= {I1, I2, … In} where En(L) is encrypted list of all  similar items to the input query 
 
6.Decryption:- 
Dn(L)= {I1, I2, … In}where Dn(L) is decrypted list and finding the best match.  
7.Output O=Required item 
C. Experimental Setup 

The proposed system is using Java (jdk 1.8 version) on Windows platform. The Net beans (version 8.2)  is used as a development tool. There no any specific hardware required   to run, so any standard machine is capable of running the application. The system analysis is carried out on datasets consisting of files. 
 

VII. CONCLUSION   
              
The proposed Machine Learning model for damaged teeth defect inspection performed well when the domain knowledge constraint was added. The best results came about by setting the prediction threshold to 90% and the number of consecutive defective images that needed to contain defect images. Adding the domain knowledge constraint of requiring sequential images to contain a defect adds only minimal complexity to the inspection systems. In this work, we focused on training a single model to detect a single defect. When applied in a real-world industrial setting, there are several benefits to this kind of approach: from the obvious ability allowing a model to specialize to detect a single type of defect (damaged teeth defect), to the lesser obvious, but still important aspects of the model maintenance.
In future work, we seek to capture more defects that can occur on the gears and evaluate the performance of a single unified defect detection model. We also plan to evaluate the model performance when more labeled data are available.
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