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Abstract—Skin cancer is a common and potentially deadlydisease that requires early detection and accurate diagnosis foreffectivetreatment.Thispaperproposesadeeplearningapproachformulti-classskincancerdetectionusingtheHam10000 database and the Inception-ResNet v2 model. Theproposed approach involves fine-tuning the pre-trained modelontheHam10000datasetandusingfeatureextractiontoextractrelevant information from skin lesion images. We present adetailed block diagram and sequence of layers in the multi-classskincancerdetectionarchitectureandevaluatetheperformanceoftheproposedapproachontheHam10000dataset.Ourresultsdemonstratetheeffectivenessoftheproposed approach, achieving high classification accuracy andhighlighting the potentialof deeplearningforskincancerdetection. Future research could explore the use of other pre-trained models, leveraging additional datasets, and integratingthe proposed approach with clinical workflows to improve theaccuracy, interpretability,andclinicalrelevanceofthemodel
I. INTRODUCTION
Skincancerisagrowingpublichealthconcern,withanincreasingincidencerateandpotentiallyserioushealthconsequences.Thereareseveraltypesofskincancer,includingmelanoma,basalcellcarcinoma,andsquamouscellcarcinoma,eachwithdifferentcausesandtreatmentoptions.Earlydetection and accurate diagnosis of skin cancer are critical foreffective treatment and improved patient outcomes. If left Skincancer is difficult to diagnose accurately, even with the    useof dermoscopic images, because multiple types of skin cancercanappearsimilarinthebeginning.Experienceddermatologistshavea62%to80%accuracyrateinskincancerdiagnosis, with those who have been practicing for over 10years having a higher accuracy rate. Dermoscopy can reduceaccuracy if used by inexperienced dermatologists. However,computer-aided diagnosis tools have been developed to helpdermatologistsovercomethesechallenges.Deepconvolutionalneural networks (DCNNs) have been particularly successfullyin classifying medical images, including skin cancuntreated,skin cancer can spread to other parts of the body and becomemoredifficulttotreat.

image feedasinput.Ham10000 datasetwhichis apubliclyavailabledatasetof10,015dermatoscopicimagesofskinlesions. We also split the dataset into training, validation, andtestingsets,with80%,10%,and10%ofthedata,respectively.humanerror.Deeplearningtechniqueshaveshownpromiseinrecentyearsformedicalimageanalysistasks,includingskincancerdetection.Thesemethodscananalyzelargevolumesofskinlesionimagesquicklyandaccurately,potentiallyimprovingthespeedandaccuracyofskincancerdetection.

Skin cancer is difficult to diagnose accurately, even with theuseofdermoscopyimages,becausemultipletypesofskincancercanappearsimilarinthebeginning.Experienceddermatologists have a 62% to 80% accuracy rate in skin cancerdiagnosis, with those who have been practicing for over 10 yearshavingahigheraccuracyrate.Dermoscopycanreduceaccuracyif used by inexperienced dermatologists. However, computer-aideddiagnosistoolshavebeendevelopedtohelpdermatologists overcome these challenges. Deep convolutionalneural networks (DCNNs) have been particularly successful inclassifyingmedical images,includingskincancer.

In this paper, we propose a deep learning approach using theHam10000 database and the Inception-ResNet v2 model formulti-class skin cancer detection. Our approach aims to improvetheaccuracyandefficiencyofskincancerdetection,highlightingthepotentialofdeeplearningtechniquesformedical image analysis tasks. By detecting skin cancer early, wecanimprovepatientoutcomesandpotentiallysave lives.

This research paper proposes an automated computer-aideddiagnostic system for classifying MCS skin cancer with highaccuracy.Theproposedmethodoutperformsbothexpertdermatologistsandpreviouslyproposeddeeplearningmethods.Theauthorsconductedacomparativestudytoanalyzetheperformanceoffivepre-trainedconvolutionalneural networks and four ensemble models to determine thebest method forskin cancer classification. They fine-tunedthese models further on the HAM10000 dataset using transferlearningtolearndomain-specificfeaturesofskincancers

RELATEDWORK
Dermatologists have long faced challenges in accuratelydiagnosingandclassifyingskincancer,particularly indistinguishing between benign and malignant lesions. Toaddressthesechallenges,computer-aideddiagnosis(CAD)systemswereintroducedintheearly1990s,initially using dermoscopy images to classify skin cancerlesions aseitherbenignormelanoma.
Overtheyears,numerousmethodshavebeendevelopedtoimprove the performance of CAD systems in skin cancerclassification.Someofthesemethodsrely onmanualevaluationmethodsbasedontheABCDrule,whichstandsfor asymmetry, border irregularity, color variation, anddiameter,andevolvingfeaturesofskinlesions.
Inthepast,varioustraditionalmachinelearningclassifiers, such as Super Vector Machines, Naive BayesClassifier,K-NearestNeighbours,LogisticRegression,DecisionTrees,andArtificialNeuralNetworks,wereutilizedforskincancerclassificationtoachievemoreaccurate and reliable results. However, these classifierswere found to have limited success due to the high intra-classandlow inter-classvariationsinmelanoma.Theperformanceofhandcraftedfeature-baseddiagnosticapproacheswasfoundtobeunsatisfactory.Recently,Convolutional Neural Networks (CNNs) have emerged asabreakthroughsolutionforskincancerclassification.These networks not only offer high classification accuracybutalsoreducetheburdenonmachinelearningexpertsbyautomatically discovering high-level abstractions from thedatasets.Thisfeatureeliminatestheneedformanual"featureengineering"andenhancestheefficiency andaccuracy of skin cancer classification. CNNs have becomethe preferred choice for skin cancer classification due totheirsuperior performanceinidentifyingcomplexpatternsandsubtlefeaturesofskinlesions.
Mohit Kumar. employed multiclass deep learning modelsbasedonconvolutionalneuralnetworks(CNNs)toclassifyskincancer.Toaccomplishthis,CNNswereimplementedusingapre-trainedVGG-16model.Thesegmentation of the skin cancer images was carried outusing encoding and decoding techniques withmaskingmethods.For the classification of skin cancer, the CNNsutilizedtheextracted featuresfromthesegmentedimages.To validate the effectiveness of the deep learning models,Mohit Kumar employed the K cross-fold method, which isawidely-usedtechniqueformachinelearningmodelvalidation.For the classification of skin cancer, the CNNsutilizedtheextracted featuresfromthesegmentedimages.To validate the effectiveness of the deep learning models,Mohit Kumar employed the K cross-fold method, which isawidely-usedtechniqueformachinelearningmodelvalidation.
ConnorShorten's.researchiscenteredaroundDataAugmentation,whichaddressestheissueoflimiteddatainDeepLearning.DataAugmentationinvolvesasetoftechniquesthatcanbeusedtoimprovethequalityandsizeof training datasets. By implementing these techniques, itis possibletocreatebetterDeepLearningmodels.ThesurveyconductedbyShortendiscussesvariousimageaugmentationalgorithmsthatcanbeusedtoenhancetrainingdatasets.Theseincludegeometrictransformations,color space augmentations, kernel filters,mixingimages,andrandomerasing.Eachofthesetechniques canbeused


to modify the existing training data in some way, allowingfora larger and more diverse set of data to trainDeepLearningmodels.
Estevan utilized the InceptionV3 architecture, which waspre-trained on ImageNet, to fine-tune a dataset of 129,450clinical images, including 3,374 dermoscopic images. Theirresearchdemonstrated that a deep neural network-basedmethod was able to surpass clinical experts in terms ofaccuracy for classifying dermoscopy images, particularlywiththeuseofalargedataset.
Astudyproposedanautomatedcancerclassificationsystemthat can identify sevendifferent types of cancerefficiently. The system used transfer learning with a pre-trainedMobileNetmodeltotrainontheHAM10000dataset. The reported results showed a categorical accuracyof 83.1% and precision, recall, and F1-score of 89%, 83%,and 83%, respectively. The study also experimented withotherneuralnetworkssuchasInceptionResNetV3,ResNetXt101,InceptionResNetV2,Xception,andNasNetLarge.Additionally,thestudysuggestedfurtherimprovements and optimization of the proposed methodswith larger training datasets and carefully selected hyper-parameters.
The study considered using CNN-based features but foundthat training a pre-trained neural network model with only900 images was insufficient for efficient training of a deeplearning-based method. Despite this, they were still able toachieverespectableaccuracyscoresof85.5%withtheDRN-50method,82.6% withthe VGG-16 method, and84.7% with the GoogleNet method. However, other studieshave proposed the use of ensemble methods to achieve evenhigheraccuracyinskincancerclassification.
Earlierstudiesondermoscopiccomputer-aidedclassification were limited in their ability to generalize anddid not yield higher accuracy for seven different types ofskincancerclassification.Acommonissuewiththesestudies was the lack of large datasets, which is crucial foreffectiveperformanceofdeeplearningmodels.Inthispaper,theproposedmethod overcomestheselimitationsandachievesexceptionalaccuracyforMCScancerclassificationthroughtheuseofhighlyaccurateandefficient pre-trained models trained on a large HAM10000datasetacross sevenclasses ofskincancer.
The study considered using CNN-based features butfound that training a pre-trained neural network model withonly 900 images was insufficient for efficient training of adeep learning-based method. Despite this, they were stillable to achieve respectable accuracy scores of 85.5% withthe DRN-50 method, 82.6% with the VGG-16 method, and84.7%withtheGoogle Netmethod.

Earlier studies on dermoscopic computer-aided classificationwere limited in their ability to generalize and did not yieldhigheraccuracyforsevendifferenttypesofskincancerclassification.Acommonissuewiththesestudieswasthelackof large datasets, which is crucial for effective performance ofdeeplearning models.Inthispaper, the proposedmethodovercomestheselimitationsandachievesexceptionalaccuracyforMCScancerclassificationthroughtheuseofhighlyaccurate.

Proposedmethod

A deep learning convolutional neural network model thatusesageneralizedarchitectureforthemulti-classclassification of skin cancer has been developed. In ourproposedmethodwehaveusedham-10000databaseimagefeedasinputandfollowedtheoperationalprocessdepictedinFig.1
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· InputImage:wehaveusedHam-10000databaseimage feed as input. Ham10000 dataset which is apublicly availabledatasetof 10,015dermatoscopicimages of skin lesions. We also split the dataset intotraining, validation, and testing sets, with 80%, 10%,and10%ofthe data,respectively.
· DataPreprocessing:Weresizedeachimageto224x224 pixels and normalized their pixel values to[0,1]. We also split the dataset into training, validation,and testing sets, with 80%, 10%, and 10% of the datarespectively.Dataaugmentationisalsodone.

· DataAugmentation:Toincreasethesizeofthetrainingsetandimprovethegeneralizationofthemodel, we performed data augmentation by randomlyrotating,shifting,andflippingtheimages.


Classification models: We used a deep CNN architectureconsistingconsists ofconvolutionallayer,subsamplinglayer(maxpooling or averagepooling)andoptionallyfullyconnectedlayer.OurCNN architecture consists ofsixconvolutionallayers,eachfollowedbyamax-poolinglayerto reduce the spatial dimensionality of the feature maps.After theconvolutionalandpoolinglayers, weaddedthree


fully connected layers with 1,024, 512, and 7 neurons,respectively.We usedthe rectifiedlinearunit (ReLU)activationfunctionforallthe convolutionaland fullyconnectedlayersexceptforthelastone,whichused thesoftmaxactivationfunctiontooutputtheprobabilitydistribution over the seven classes. The various classificationmodels usedare:InceptionV3,ResNeXt101,InceptionResNetV2,Xception,NASNetLarge

Finetunning:Fine-tuningisatechniqueusedtoimprove theperformance of a pre-trained deep learning model on a newtask or dataset. In the context of multi-class skin cancerdetection using a deep convolutional neural network (CNN)and the Ham10000 database, fine-tuning involves taking apre-trained CNN model, such as the Inception-ResNet v2model,andadjustingitsparameterstobetterfittheHam10000dataset.
The pre-trained Inception-ResNet v2 model has been trainedon a large image dataset, such as the ImageNet dataset, andhas learned a set of features that are useful for manycomputer vision tasks. However, these features may not bedirectly applicable to the skin cancer detection task, as theimage features and distributions in the Ham10000 datasetmaydifferfromthoseintheImageNetdataset.

To fine-tune the pre-trained model, we first freeze all thelayers in the model except for the final few layers. We thenreplace the final fully connected layer with a new fullyconnected layer that has the same number of output neuronsas the number of classes in the Ham10000 dataset. This newfully connected layer will be randomly initialized, and wewill train it to classify skin lesion images into the differentclasses.

We then train the entire model on the Ham10000 datasetusing a process called transfer learning. During training, theweights of the frozen layers in the pre-trained model are keptfixed, and only the weights of the new fully connected layerand the final few layers of the pre-trained model are updated.This allows the pre-trained model to retain its previouslylearned features while adapting to the specific features anddistributions oftheHam10000dataset.

Fine-tuning the pre-trained Inception-ResNet v2 model on theHam10000 dataset can result in improved performancecompared to training a CNN from scratch on the dataset, asthe pre-trained model has already learned general imagefeatures thatareapplicabletotheskincancerdetectiontask

Feature extraction: Feature extraction is a technique used indeeplearningtoextractrelevantfeaturesfromrawinputdatathat can be used for a specific task, such as classification. Inthe context of multi-class skin cancer detection using a deepconvolutional neuralnetwork (CNN) and theHam10000database,feature extractioninvolves taking a pre-trainedCNN model, such as the Inception-ResNet v2 model, andusing it to extract relevant features from skin lesion imagesintheHam10000dataset.

The Inception-ResNet v2 model has been pre-trained on alarge image dataset, such as the ImageNet dataset, and haslearnedasetofgeneralfeaturesthatareusefulformany

computer vision tasks. These features can be used to extractrelevant information from images in the Ham10000 dataset,suchastheshapeandtextureofskinlesions.

Toperformfeatureextraction,wefirstremovethefinalfullyconnected layer of the pre-trained Inception-ResNet v2model, as this layer is specific to the original task the modelwas trained on (e.g. object recognition). We then pass eachskin lesion image in the Ham10000 dataset through theremaining layers of the model, up to and including aspecified layer. This layer is chosen based on its ability tocapturerelevantfeaturesfor theskin cancer detection task.

The output of the chosen layer is then used as the featurevector for each skin lesion image. This feature vectorcontains information about the relevant features of theimage, such as texture, shape, and other characteristics.These feature vectors are then used as input to a separateclassifier, such as a support vector machine (SVM), toclassify skin lesion images into the different classes in theHam10000dataset.

Feature extraction using a pre-trained Inception-ResNet v2model can be a useful technique for skin cancer detection, asit allows us to leverage the pre-trained model's ability toextract relevant features from images while minimizing theamount of training data required for the specific task. Thiscan result in faster training times and better performancecompared to training a CNN from scratch on the Ham10000dataset.

II. RESULTANDANALYSIS
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Theresultisderivedfromthevalidationdata,whichconsist

of 10045 images of seven classes of skin cancer from theHAM10000dataset.WehaveusedKeraslibraryforimplementing. The deep models used in this research work.Since,Keras has an ability to runon topof otherdeeplearninglibrariessuchasTensorFloworTheano.ThetrainingofmodelsisdoneontheKaggleserver.Weevaluated the performance of InceptionResNetV2, for theclassificationofskincanceramongsevenclasses:Melanocytic nevi, Melanoma, Benign keratosis, Basal cellcarcinoma,Actinickeratosis,VascularLesions,andDermatofibroma.ThecategoricalaccuracyforInceptionResNetV2were found to be,93.20%. The bestaccuracyisrecordedInceptionResNetV2.Thetraining-validationaccuracycurvesandtraining-validationlosscurves are represented for the model. In the initial stage oftraining for a few epochs, the validation accuracy is higherthan training accuracy or validation loss is lower than thetraining loss; this can be justified in several ways. Firstly, aswe have utilized the Dropout layer in the architecture duringfine-tuning of the model to make our system less prone toover-fitting, these Dropout layers disable the neurons duringtrainingtoreducethecomplexityofthemodel.Asthemodelisevolvingwithtime,thelossoverthelastbatchesisgenerally higher as compared to the starting batches of anepoch.Diversely,thevalidationlossforamodeliscomputedat the end of an epoch, resulting in a lower loss. This cancontribute to lower validation loss as compared to trainingloss.Theweightedaverageofrecall,precision,andF1-scoreare also evaluated to check the performance of models withrespect to the number of images for each class of validationdata.Wefoundthattheweightedaverageofrecall,precision,andF1-scoreforInceptionV2is87%,88%,and88%respectively.We have observedthat Inceptionresent v2model emerged as an optimized architecture which makestraining easier and can gain higher accuracy for skin cancerclassification resent v2 achieves the best result hence; wepropose the use of Inception resent v2 for the Multi ClassSkincancer

III. FUTURESCOPE
The proposed approach for multi-class skin cancer detectionusing deep convolutionalneuralnetworksandtheHam10000databasehas greatpotentialforfutureresearchandapplications. Here are some future scope areas that could beexplored:

1. Useofotherpre-trained models: While The inception-ResNet v2 model was used in this study, other pre-trainedmodels could be used for feature extraction, such as VGG orResNet. Comparing the performance of different pre-trainedmodels could provide insights into which modelsare mosteffectiveforskincancerdetection.
2. Leveragingadditionaldatasets:TheHam10000datasetisawidely-used benchmark dataset for skin cancer detection, butother datasets could be used to train and evaluate deeplearning models. Leveraging additional datasets, such as ISIC2018 or PH2, could help to improve the generalizability androbustness ofproposedsystem

3. Exploringdifferentfine-tuningtechniques:study,fine-tuning was performed by freezing the weights of some layersandtrainingtheremaininglayers.Otherfine-tuningtechniques,suchasgraduallyunfreezinglayersorusingdifferential learning rates, could be explored to improve theperformanceofthedeeplearningmodel.
4. Integrating with clinical workflow:Theproposeddeeplearningapproachcouldbeintegratedwithclinicalworkflowsto assist dermatologists in the diagnosis of skin cancer. Forexample, a smartphone application could be developed toallow users to take a photo of a skin lesion and receive aclassificationresult.
5. Interpreting model predictions: Deep learning models canbe difficult to interpret, which can limit their adoption inclinical settings. Future research could explore methods forinterpreting the predictions of the proposed model, such asusingvisualizationtechniques orgenerating
explanations for the model's decision-making process.Overall,theproposedapproachhasgreatpotentialforfutureresearchandapplication,andtheaboveareascouldbeexploredtoimprovetheaccuracy,interpretability,andclinicalrelevanceofthemodel.

IV. CONCLUSION
Multi-class skin cancer detection is an important task inmedical image analysis, as early detection and accurateclassification of skin lesions can greatly improve patientoutcomes. In this paper, we proposed a deep learningapproach using the Ham10000 database and the Inception-ResNetv2modelforskincancerdetection.

Wedescribedthemethodologyused in our approach,whichinvolvedfine-tuning thepre-trainedInception-ResNetv2modelontheHam10000datasetandusingfeatureextractionto extract relevant information from skin lesion images. Wealsopresentedadetailedblockdiagramandsequenceoflayers in the multi-class skin cancer detection architecture.Ourresults showedthattheproposedapproach	achievedhighclassificationaccuracyontheHam10000dataset,demonstrating the effectiveness of deep learning techniquesfor skin cancer detection. Fine-tuning the pre-trained modelonthedatasetallowedustoleveragethepre-trainedmodel'slearnedfeatureswhile adapting to the specific features anddistributionsoftheHam10000dataset.Featureextractionusingthepre-trainedmodelallowedustoextractrelevantfeatures fromskinlesionimagesandusethemforclassification, which can be useful for tasks where trainingdataislimited.
Overall,ourproposedapproachusingtheHam10000database and the Inception-ResNet v2 model demonstratesthe potentialof deep learningforskincancer detectionand highlightstheimportanceof leveraging pre-trainedmodels and feature extraction techniques for medicalimageanalysis tasks.
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