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Worldwide, millions of people are afflicted with Parkinson's disease. Approximately 1% of adults over 60 have Parkinson's disease, and as people age, their symptoms worsen. Patients may experience irregularities in speech those are not noticeable to listeners, but can be studied through the use of recorded speech signals. Technology breakthroughs have resulted in a tremendous rise of medical data, necessitating the application of machine learning techniques to extract new insights from this data. Multiple categorization techniques were employed to examine medical records and diagnosis issues, including Parkinson's disease (PD). This study proposes a machine learning framework that identifies each person's Parkinson's disease using classifiers like Support Vector Machine (SVM), K-Nearest Neighbour (KNN), and others.
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1. INTRODUCTION
1.1 Parkinson’s Disease:
Parkinson's disease is a prevalent neurological illness that impairs movement. Its name comes from Dr. James Parkinson, an English physician who originally characterised it almost 200 years ago. The disease is caused by a malfunction in the brain cells that produce dopamine, a neurotransmitter that helps brain cells communicate with one another. The brain cells responsible for creating this dopamine are also in charge of movement regulation, adaptability, and fluency. Parkinson's motor symptoms manifest when 60–80% of these cells are destroyed because the brain is unable to create the necessary amount of dopamine. Numerous factors influence Parkinson's disease.

Age plays a significant role because the disease usually manifests around the age of 60, impacts men more frequently than women, and a family history of Parkinson's disease may increase the likelihood of developing it. Parkinson's may also develop as a result of exposure to specific environmental elements including chemicals, such as pesticides and herbicides. There are two different kinds of symptoms connected to this disease: motor and non-motor symptoms. Tremors, or shaking or trembling, bradykinesia, or slowness of movement, stiffness caused by muscle rigidity, and postural instability, or imbalance issues, are examples of motor symptoms. There may also be vocal symptoms, such as quieter voices that can make speech challenging. Non-motor symptoms include depressive and other mood swings.

While there isn't a proven cure for Parkinson's disease, early detection can help people manage their symptoms more successfully by lowering their need for treatments, medications, and surgery. Drugs function by raising brain levels of dopamine, a crucial neurotransmitter implicated in Parkinson's disease. In addition to affecting other brain chemicals, these medicines aid in the management of non-movement symptoms. 
1.2 Support Vector Machine (SVM):
Support Vector Machine (SVM), a supervised machine learning technique, is utilised for both regression and classification. Even yet, we argue that classification is the ideal application for regression problems. In an N-dimensional space, a hyperplane is found to divide data points according to their properties. The features in the dataset determine the hyperplane's dimensionality. for instance, it can be a line with two features or a 2-D plane with three. Since it is difficult to visualise more than three features, A new variable, y, is introduced based on the distance from the origin using a non-linear function called a kernel.
1.3 K-Nearest Neighbor (KNN):
          
k-Nearest Neighbor machine learning model is used to train and split the test dataset to get the better accuracy of the algorithms. This model mainly trains the supervised learning algorithms. Every individual use this model mainly for the classification problems along with regression problems.
1.4 Random Forest:
Using several decision trees and a method known as Bootstrap and Aggregation, or bagging, a Regression and classification challenges can be handled by the ensemble methodology Random Forest. The main concept here is to establish the ultimate result by utilising a variety of decision trees rather than relying solely on one. Several decision trees serve as the foundational learning models of Random Forest. For each model, we create sample datasets by randomly selecting rows and features from the dataset. This section is called as Bootstrap.
1.5 XG Boost:
The drawbacks of depending just on one machine learning model are addressed by the ensemble learning technique known as XG Boost. It aggregates the results from numerous models into a single model by combining the prediction power of multiple learners. In particular, XG Boost is a popular gradient boosting technique.
· Regularisation: XG Boost can use L1 and L2 regularisation to penalise complex models. Overfitting can be avoided with the use of regularisation.
· Managing sparse data: Missing values or data processing operations like one-hot encoding are common causes of sparse data. To handle various kinds of sparsity patterns in the data, XG Boost integrates a sparsity-aware split discovery technique. 

· Weighted quantile sketch: Although a lot of tree-based algorithms can use quantile sketch techniques to find split points when data points have equal weights, they are frequently unable to handle weighted data. On the other hand, XG Boost uses a distributed weighted quantile sketch approach, which makes it possible to handle data with different weights efficiently. 

· Block structure for parallel learning: The block structure system design of XG Boost allows it to take advantage of several CPU cores to accelerate computing. By arranging and storing the data in what are known as blocks—in-memory units—it becomes possible to reuse the data structure in later iterations rather than having to recompute it. This distinguishes XG Boost from other techniques and is useful for jobs like split finding and column sub-sampling.

· Cache awareness: To obtain the gradient statistics by row index in XG Boost, non-continuous memory access is necessary. XG Boost was therefore created to utilise hardware to its fullest potential. Gradient statistics are stored in internal buffers assigned to each thread to make this happen.
· Out-of-core computing: This feature maximises the use of available storage by optimising disc space utilisation when utilising huge datasets that beyond the capacity of memory.
2 LITERATURE SURVEY​​​​
Previous research on Parkinson's disease (PD) prediction mostly ignored hearing impairment in favour of MRI, gait, and genetic data. Using genetic data, Bilal et al. [7] achieved an accuracy of 0.889 with an SVM. This study outperforms it with an accuracy of 0.9183, confirming the superiority of audio-based PD classification. While Cordella et al. [9] employed audio and primarily relied on MATLAB, Raundale, Thosar, and Rane [8] predicted PD severity using keyboard data. Our study makes use of open-source Python models to provide PD classification from audio data that is quicker and less memory-intensive.

As the created ensemble deep learning models show by Ali et.[10] using phonation data to predict Parkinson's disease (PD) progression, Many studies are now being conducted on deep learning algorithms for PD detection. This research selects seven important speech modalities in PD identification and applies PCA on 22 variables to address performance discrepancies. In order to achieve their goal of less reliance on wearables, Huang et al. [11] used a standard decision tree on 12 voice variables from the MDVR-KCL dataset. Aiming to reduce physician subjectivity with an unbiased machine learning model, Wroge et al. [14] achieve a peak accuracy of 85%. Wodzinski et al. [13] apply a ResNet model on pictures of audio data. Using a vocal biomarkers dataset, Wang et al. [15] used 12 machine learning models.

 A bespoke deep learning model (DEEP) helped them achieve an accuracy of 96.45%. It required a lot of RAM though. Using a linear classification algorithm, Alkhatib et al. [16] reached 95% accuracy on the shuffling movements of PD patients, indicating possible improvement with audio and sleep data. Using brain MRI scans, Ricciardi et al. [17] enhanced a limited dataset by utilising decision trees, random forests, and KNN for the diagnosis of mild cognitive impairment in PWP. L1-support SVM was used by Haq et al. [19] on a dataset of vowel phonation, however feature identification was lacking. Mei et al. [20] reviewed 209 studies based on datasets, ML techniques, and results to highlight the significance of ML in identifying Parkinson's disease (PD).

Using audio data, we have created a PD classification model based on our analysis of the literature. Our goal is to significantly advance Parkinson's disease (PD) detection in the field of telemedicine. In order to detect Parkinson's patient audio data, our study will examine different models are taking into consideration prior research on biomarker data and models utilised. Based on our initial research, the K-Nearest Neighbour model performs the best, having a sensitivity of 0.95 and accuracy of 91.83%.

3 METHODOLOGY
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fig [1] Methodology
3.1 Data Collection:
Dataset Source: Kaggle is a data science company from which we obtained the dataset.


Details of the Dataset: This dataset consists of 195 rows and 24 columns, where each column denotes a unique measurement pertaining to voice characteristics. The target column status has two values, 0 signifying good health and 1 signifying Parkinson's disease diagnosis. 
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fig [2] Dataset Information

   The dataset's main purpose is to train and use machine learning models for binary classification, which aim to determine if a person has Parkinson's disease based on speech measures.

3.2 Data Loading: We begin by loading the required dataset containing relevant features and labels for predicting Parkinson's disease.
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fig [3] Voice measurement Dataset
3.3 Data Preprocessing: We collect the data, carefully clean it, and prepare it for analysis. Take out all of the dataset's labels (the target variable) and features (the independent variables). and we use preprocessing methods such as converting category data into numerical representations and managing missing values. It is ensured that no single feature unduly affects the model by scaling or normalising continuous features. 
3.4 Data Division: Divide the dataset into a training dataset (80%) and a test dataset (20%), two separate subsets. After division the test and train datasets are divided.

3.5 Model Building: To assist us with the forecasts, we selected XG Boost, a potent tool. XG Boost functions similarly to a predictive analytics smart assistant by leveraging data to draw inferences Using the training data, the XG Boost model is taught to recognise patterns linked to Parkinson's disease.

3.6 Technique Overview: Regression and classification applications both use the potent method known as Extreme Gradient Boosting, or XG Boost, which is a member of the ensemble learning family. Because it belongs to the ensemble learning family, it is likely able to give predictions that are maximum accurate by combining the predictions of multiple smaller models, most commonly decision trees. When it comes to problem solving, XG Boost works like a team of experts working together. It has a reputation for being efficient and speedy, and it excels at handling complex relationships in data.
3.6.1 Formulating the Problem: 
Prior to delving into the specifics, let us clarify the issue that XG Boost is intended to address. It is mainly applied to supervised machine learning problems, in which the dataset contains both the goal values (y) and input features (X). Training a model to predict y from X is the aim. In mathematical language, we want to identify a function F(X) such that y ≈ F(X) is as near to y as possible.
3.6.2 Internal method: 
XG Boost is an iterative methodology that starts with a first prediction, which is typically the target variable's mean (in the case of regression) or log-odds (in the case of binary classification). These preliminary forecasts function as the "base prediction." Next, the algorithm calculates residuals (R), or the discrepancies between the current forecasts and the true target values.

XG Boost uses regularisation techniques, such as L1 and L2 regularisation, to the leaf weights (Ω) and the tree structure complexity (T) to prevent overfitting. Loss function includes regularisation terms to limit overfitting and regulate the model's complexity: Loss (y,y_pred) + η(T) is the objective function (loss function with regularisation). XG Boost builds a tree and then adds the predictions from the freshly formed tree to its previous set of predictions. A learning rate (often represented by η) that scales each tree's contribution to the final prediction governs this update: 

Base Prediction + η * Tree Prediction equals the New Prediction. 
3.6.3   Key Formulas
Loss Function: A different loss function may be selected depending on the task. 


Calculation of the Gradient: The gradient of the loss function with respect to the expected values is computed to guide parameter changes. The choice of loss function dictates the precise formula.

Hessian Calculation: During optimisation, the step size is modified using the Hessian, or second derivative of the loss function.

 
Gain Calculation: When creating decision trees, this calculation is used to assess the quality of possible splits. Gain is equal to (Score before split - Score after split). - Consistency Term 

Classification: The XG Boost model can classify incoming data points by forecasting class probabilities.
3.6.4 XG Boost Pseudo Code:
XG Boost is a powerful machine-learning algorithm that works by combining the predictions of multiple decision trees. Here's how it generally operates:

1. Start Simple: Begin with a basic model consisting of a single tree.

2. Boosting Rounds: For each round of boosting:

    - Gradient Calculation: Evaluate the negative gradient of the loss function.

    - New Tree Fit: Train a new tree to predict this negative gradient.

    - Model Update: Incorporate the new tree into the existing model and adjust predictions.

3. Iterate: Repeat this process for a set number of rounds or until a stopping condition is met.

4. Final Model: The result is a combination of all the trees, collectively making predictions.

In essence, XG Boost refines its predictions through iterative tree-building, aiming to reduce residuals. It introduces regularization techniques to enhance the model's ability to generalize. The specifics, such as loss functions and regularization terms, can be customized based on the problem and user-defined parameters.

3.6.5  SVM Pseudo Code:
This algorithm can be explained as follows:
1. Start by loading necessary libraries, preprocessing the data, and importing tools like Scikit-    Learn.

2. Handle outliers and split the data into training and testing sets.

3. Set up the SVM model with a linear kernel and regularization parameter for balanced accuracy.

4. Train the SVM on the training data to find the optimal hyperplane for separating classes.

5. Use the trained SVM to predict labels for new data in the test set.

6. Evaluate predictions using metrics like recall, accuracy, and precision.

7. Identify support vectors crucial for the decision boundary.

8. The decision function utilizes feature positions to determine the class.

9. Iteratively refine and improve performance.

In essence, SVM works by finding the best hyperplane in the feature space to separate different classes. During training, the hyperplane's parameters are adjusted to maximize the margin between classes and minimize classification errors. The resulting model can then be applied to predict new data. SVM's versatility extends to handling non-linear interactions through various kernel functions, making it particularly effective in high-dimensional domains. 
3.6.6   K-Nearest Neighbours Pseudocode:
   Here is a basic pseudocode illustration of a KNN algorithm in action:

1. For the KNN model, select the number of neighbours (K).
2. Keep the training data handy for instant access while making predictions.
3. Determine the k closest neighbours for each test instance based on features.
4. Assign the test instance the majority class label among the k neighbours.
5. Provide a function that determines the two points' Euclidean distance.
6. For every test set data point:
a. Determine the distance between each data point in the training set.
b. Determine which neighbours are the k-nearest by sorting the distances.
c. Give the test data point the majority class label among the k-nearest neighbours.
7. Vary the parameters of the model iteratively to enhance it.
In conclusion, the KNN model used in the project determines the majority class among the closest neighbours to classify the instances. Choosing the best neighbours (k), choosing a suitable distance metric, and fine-tuning parameters all help to increase the efficacy and accuracy of the model.

4. Performance Evaluation of Models:
Evaluation machine learning models by predicting the accuracy using metrics like accuracy, precision, recall, and F1 score. Cross-validation techniques provide reliable performance estimates, while AUC and ROC curves gauge a classification model's ability to distinguish between classes. Metrics like specificity, precision, recall curves, and the Matthews correlation coefficient offer a nuanced understanding of a model's behaviour based on task needs and data characteristics.

The evolution of machine learning model performance is attributed to advancements in data processing and algorithms. From simple linear models to complex neural networks, this models gave improved accuracy across various domains through iterative testing, algorithmic enhancements, and integration of diverse data sources.

4.1 Accuracy and Model Performance:
Accuracy is a crucial parameter, representing the percentage of correct predictions. However, in unbalanced datasets biased toward one class, additional metrics like recall, precision, and F1 score become crucial for a comprehensive assessment.

Different machine learning models, such as random forests, decision trees, support vector machines, and neural networks, exhibit varying accuracy based on assumptions, complexity, and pattern identification abilities. Selecting the optimal model relies on factors like the task at hand, and striking the ideal ratio between reducing false negatives and false positives. 

Precision: 

The percentage of accurate forecasts among all the forecasts. It provides an overall impression of how accurate a model is.




Precision = TP/(TP+FP)

Accuracy: 

The proportion of real positives to the total of both false and genuine positives. It highlights how accurate positive forecasts are.
                                                            Accuracy =( 𝑇𝑃+TN) / (𝑇𝑃+TN+FP+FN) 

Recall:
The proportion of real positives to the total of false negatives and true positives. It emphasises the model's capacity to Every good example. 


                                                            Recall = 𝑇𝑃/(TP + 𝐹𝑁) 
F1Score:
The harmonic mean of precision and recall. It provides a fair judgement, which is especially useful when there are differences between the effects of false negatives and positives.

                                                            F1 score = (2*Precision*Recall)/(Precision +Recall) 

The following is a performance evaluation of our trained models:
	S.NO
	MODEL
	PRECISION
	RECALL
	F1-SCORE
	ACCURACY
	ROC-CURVE SCORE

	1.
	SVM
	0.92
	0.98
	0.95
	0.92
	0.88

	2.
	KNN
	0.96
	0.96
	0.96
	0.93
	0.97

	3.
	Radom Forest
	1.0
	0.93
	0.97
	0.95
	0.99

	4.
	XG Boost
	1.0
	1.0
	0.98
	0.97
	0.99


Fig [4] Tabel.1 Performance Evaluation of Models
4.2 Confusion Matrix:
A table used in machine learning to assess a classification model's performance is called a confusion matrix. 
It gives an overview of how the model's predictions and the actual results compare. 

1. True Positive (TP): Cases in which the model predicts the positive class with accuracy. 
2. True Negative (TN): Examples in which the model predicts the negative class with accuracy. 
3. False Positive (FP): Situations in which type I errors occur and the model predicts a positive class but the actual   result is negative. 
4. False Negative (FN): Situations in which the model forecasts a negative class but a positive result actually occurs (type II mistake). 
A common representation of the confusion matrix is:
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Fig [5] CONFUSION MATRIX
Confusion metrics of our trained model are as below,
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Fig [6] CONFUSION MATRICS OF MODELS
4.3 AUC-ROC Curves of Models:
· AUC-ROC, which measures the efficacy of binary classification algorithms. It is an acronym for Area Under the Receiver Operating Characteristic (ROC) Curve.

· Essentially, It evaluates a model's ability to discriminate between positive and negative classes over a range of thresholds. 

· The ROC Curve visually represents the model's true positive rate against the false positive rate as the discrimination threshold varies.

· The AUC-ROC value has a value between 0 and 1, where a higher number denotes better model performance. This measurement is derived from plotting the ratio of the genuine positive rate to the false positive rate at various categorization criteria, forming the ROC Curve.

· In simple terms, a higher AUC-ROC signifies superior model discrimination. The calculation involves integrating the area under this ROC Curve, For accuracy, numerical approaches are frequently used.

· The AUC-ROC for a perfect classifier is, but the AUC-ROC for a random classifier is 0.5. 

When working with imbalanced datasets, the AUC-ROC is very helpful as it offers a thorough assessment of a model's capacity for class distinction. Better model discrimination is indicated by higher AUC-ROC values, which is why machine learning evaluation uses this statistic extensively.
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Fig [7] AUC-CURVES OF MODELS

5.   Results and Declaration:
We compared three models as part of our attempt to identify Parkinson's disease using voice features. With an astounding accuracy of 97.43%, XG Boost outperformed Support Vector Classifier (92.0%), KNearest Neighbour (93.0%), and Random Forest (95.0%) in the findings. We selected XG Boost due to its exceptional error reduction capabilities, as demonstrated by the confusion matrix, which accentuates its ability to decrease misclassifications, especially the low number of false positives. This indicates that XG Boost is very accurate, commits less errors, and excels at preventing incorrect predictions. Furthermore, with an AUC of 0.99, the AUC-ROC curve showed that XG Boost has outstanding discriminative potential. 


These results highlight the validity of XG Boost for accurate voice analysis-based early Parkinson's disease identification. 
6. CONCLUSION:
As part of our efforts to improve healthcare through machine learning, we have created a technique that can identify Parkinson's disease early on Using XGBoost, our approach boasts an impressive accuracy rate of 97.43%. This high precision significantly lowers the chances of false positives and missed diagnoses, paving the way for swift actions to improve patients' quality of life.

As we conclude this phase of our efforts, it's vital to recognize the promising future of healthcare. Our experiment underscores the pivotal role technology can play in bettering patient outcomes by enabling earlier detection and intervention. The potential impact of early Parkinson's disease diagnosis is truly enormous, marking a positive step towards proactive healthcare.
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