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Abstract— In the current digital era, face recognition systems are essential to practically every industry. One biometric that is frequently utilized is face recognition. It can be applied to authentication, security, identity, in addition to its numerous other benefits. In spite of exhibiting poor precision in contrast to iris recognition and fingerprint recognition is becoming more and more popular because of its A non-invasive and contactless procedure. Moreover, facial the use of a recognition system for attendance recording in offices, universities, colleges, etc. This program seeks to create a class an attendance system that makes use of facial recognition The manual attendance mechanism currently in use is laborious and difficult to maintain. Additionally, the possibility of a proxy presence. As a result, this mechanism becomes more necessary. This framework consists of four stages: updating attendance, face detection, face recognition, and database building. The photos of the students in the class generate the database. Identifying and recognizing faces is carried out using Local Binary and the Haar-Cascade classifier correspondingly, the Pattern Histogram algorithm. Face recognition and identified from the classroom's live-streamed footage. At the conclusion of class, attendance will be mailed to the appropriate faculty. the meeting.
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I. Introduction
Many schools and universities find that recording attendance using the traditional way is an arduous undertaking. Additionally, it adds to the workload for the teachers who have to personally call the names of the pupils, which may take the full five minutes meeting. This takes a lot of time. There is a possibility that proxy presence. As a result, numerous institutions began utilizing a wide range of additional methods to record attendance similar to the application of Radio Frequency Identification (RFID) [3], the 
iris identification [4], biometric identification, and so forth. But still, Because these systems rely on queues, 

they may use more resources. and have an invasive quality. Face recognition has established a crucial biometric characteristic. This is non-intrusive and readily attainable. Look Recognition-based systems are comparatively unaware of different expression on the face. Look Verification and face identification are the two categories that make up recognition systems. Face verification compares faces in a 1:1 matching method. image is compared to the template face images, and the difference is 1:N. issues wherein a query face picture comparison is made [1]. This system's goal is to create an attendance system. It uses face recognition algorithms as its foundation. This face of A person shall be taken into account while recording attendance. Face recognition is becoming more and more common these days. has been applied widely. In this work, we suggested a method which recognizes kids' faces from live streaming video of the classroom, and the presence of the detected The database contains the face. It will take less time with this new system than with the old ones
1.1 Literature Review:
An automatic attendance system model was presented by the authors in [3]. The concept focuses on the integration of radio frequency identification with facial recognition. (RFID) identifies and counts the approved pupils as they enter and exit the classroom. System maintains the authentic record of each pupil who has been enrolled. Moreover, the mechanism retains the information about each student enrolled in a certain course in the attendance record and gives the required information based on the requirements. The writers of this paper have created and executed an attendance system based on biometric iris data. At first, the Participants were requested to register their information and an original iris template. When attendance was recorded, the system automatically recorded attendance in class by grabbing the attention picture of every attendee, identifying them through their iris, and looking for a match in the database that was made. The web served as the prototype.
Authors in suggested an attendance system based on face identification. Methods such as Viola-Jones and Features from the Histogram of Oriented Gradients (HOG) in addition to Utilizing a Support Vector Machine (SVM) classifier, Put the system in place. Numerous real-time situations, including scale, lighting, occlusions, and posture were taken into the writers. A quantitative study was conducted utilizing Peak PSNR (Peak Signal to Noise 
Ratio) values were carried out in the MATLABGUI.
By comparing the Receiver Operating System, the authors in [6] conducted research to determine whether fac recognition algorithms—Eigenface and Fisher face—provided by the Open CV 2.4.8 were the best. features (ROC) curve, which was subsequently incorporated into the attendance record. Drawing on the studies conducted inThe ROC curve in this study demonstrated that Eigenface superior outcome to Fisher face. System put into practice utilizing The Eigenface algorithm demonstrated a 70% accuracy rate in order to 91%. authors in [7] suggested a technique for tracking student attendance. facial recognition technology in the classroom by amalgamating Discrete Wavelet Transforms (DWT) with Discrete DCT, or cosine transform. These formulas were applied to take off the student's facial features and then apply Utilizing the Radial Basis Function (RBF) to categorize face things. This system's accuracy percentage was 82%.

I. Proposed System:
Each student in the class must register by providing the necessary information, and after that, their pictures will be taken in and kept in the dataset. Faces will be identified from the live streamed classroom footage during each session. The identified faces will be compared to pictures found in the data set. In the event of a match, attendance will be recorded for the corresponding pupil. Following each session, a list of Absentee ballots will be mailed to the relevant faculty member in charge the meeting. The suggested system's system architecture is provided below.
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Generally, there are four steps to this process:
1.1. Creation of Datasets
A web camera is used to take pictures of the kids. A single student will be captured in multiple photographs with different motions. and arcs. These photos are pre-processed. The. To obtain the Region of Interest (ROI), photos are trimmed. It will be applied in the process of recognition. Next action is can adjust the cropped photos' size to a certain pixel location. Next We're going to convert these RGB photos to grayscale. photos. Following that, these pictures will be stored with the names of the appropriate student in a file.




1.2. Facial Recognition
Here, face detection is done by Haar-Cascade. Classifier utilizing OpenCV. The Haar Cascade method must be trained to recognize faces of people before being utilized for face discernment. We refer to this as feature extraction The cascade of haar an xml file called haar cascade_frontal face_default is utilized as training data. The haar characteristics seen in.
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fig. 2 Haar Features

The OpenCV detectMultiScale module is being used in this instance. In order to surround the faces in an image with a rectangle, this is necessary. There are three criteria to take into account: scale Factor, min Size, min Neighbors. Scale Factor is employed to show how How much each image scale requires an image to be lowered. How many neighbors each candidate has is specified by min Neighbours. rectangle is a need. Higher ratings typically identify fewer faces. but recognizes the image's high quality. As min Size indicates, the minimal size of an item. It is (30,30) by default [8]. The. parameters scale Factor and are employed in this system. Min Neighbors, with corresponding values of 1.3 and 5.

1.3. Face Recognition

The three processes of face recognition include preparation of training data, training of the face recognizer, and prediction. The photographs in the dataset will serve as the training data in this case. An integer label designating which student it belongs to will be assigned to them. Then, face recognition is applied to these pictures. This system uses a Local Binary Pattern Histogram as a face recognizer. First, the complete face's list of local binary patterns (LBP) is acquired. Following the conversion of these LBPs into decimal numbers, histograms of each decimal value are created. Every image in the training set will ultimately have a single histogram created for it. The histogram of the face that has to be identified is later computed during the recognition process and compared with the previously computed histograms and provides the label that most closely matches the student to whom it belongs [9].
1.4. Attendance Updation
Following the face recognition procedure, the faces that were identified will be noted as present on the excel sheet, while the remaining faces will be noted as absent. A list of the absentees will then be mailed to that particular faculty. Faculty members will be informed with monthly attendance record at each month's conclusion.







II. RESULTS AND DISCUSSIONS:

Through a GUI, users can communicate with the system. Users will primarily have access to three options here: mark registration, faculty registration, and student registration. presence. It is expected of the students to participate in all the necessary information on the student registration form. Upon When you click the "Register" button, the webcam launches immediately. The window, as seen in Figure 3, appears and begins to detect the picture's faces. Then it begins to click on its own. pictures up until CRTL+Q is pushed or 60 samples are gathered. After that, these photos will be kept and pre- processed in folder for training pics
The faculties are supposed to register with the respective course codes along with their email-id in the faculty registration form provided. This is important because the list of absentees will be ultimately mailed to the respective faculties.
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fig.3. Face Detection

Each session, the appropriate faculty member needs to input their course code. The camera will then turn on by itself after the course code has been entered. Figure 4 displays face recognition technology. window that shows the names of two enrolled pupils and if If they hadn't registered, it would have been evident "Unknown." You can close the window by hitting CTRL+Q. and names will be entered in the Excel file along with attendance of absentees to the appropriate faculty member by letter.
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fig.5: Face Recognition
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fig.6: Attendance sheet
Displays the updated attendance sheet following the procedure of recognition. The marking system assigns a value of '1' to recognized students and '0' to absentee students. The absences list will be mailed to the relevant faculty member's email address.
As indicated in table 1, we split the datasets into training and test sets in order to conduct the experiment. The results of the experiments indicate that LDA provides a higher recognition rate than that of PCA, as the graphics demonstrate

	Dataset
	Total Image
	Individuals
	Training image
	Training image

	ORL
Dataset
	400
	40
	120
	280

	Class
Dataset
	25
	5
	10
	15


           
  	Table 1. Description of Datasets

      Methodology:
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fig 4: Flow chart of Methodology









CONCLUSION:

In the course of our face recognition project, we delved into a diverse array of techniques prevalent in the field, benefiting from a comprehensive literary analysis that highlighted both the advantages and drawbacks of various recognition systems. Our focus was on addressing the limitations of existing methods and devising an effective face recognition system.

The foundation of our research involved the integration of Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) for feature extraction, employing Eigenfaces and the subspace projection of Fisherfaces. Matching was accomplished through a Euclidean classifier for distance assessment. Noteworthy findings emerged from our observations, indicating that both PCA and LDA exhibit commendable performance under specific circumstances, such as normal lighting conditions, a consistent posture, and a recommended camera distance of 1-3 feet. However, it was acknowledged that a higher resolution is essential for pixel-by-pixel operations during calculation.While the disparity in performance between PCA and LDA was minimal, a notable distinction was the reduced recognition time of PCA compared to LDA. Despite this advantage, the research favored LDA due to its superior recognition capabilities. This preference was likely influenced by the project's overarching goal of optimizing recognition accuracy.Recognizing the need for creative approaches to overcome the inherent challenges of PCA and LDA methods, the research aimed to accommodate a larger number of individuals within the face recognition system. Multiple strategies for facial recognition were explored and found to be effective. 

The significance of face recognition as the bedrock of such systems was emphasized, underscoring its pivotal role in identifying unknown individuals.Real-time applications were addressed, with PCA identified as performing particularly well in this context. The algorithm's recognition capabilities are slated for further investigation in future studies. Insights from existing literature emphasized the importance of refining the system to accommodate 30- degree angle changes, showcasing a commitment to enhancing robustness and adaptability.
A notable avenue of exploration involved the potential combination of gait recognition with facial recognition software, offering a holistic approach to identity verification. Additionally, challenges related to dim lighting conditions were acknowledged, with the recognition that although the system functions adequately under such circumstances, an ideal resolution has yet to be achieved.In summary, this research undertook a comprehensive exploration of face recognition techniques, identifying strengths and limitations, and proposing innovative solutions to enhance system performance. The commitment to future studies and the integration of multi-modal recognition approaches demonstrate a forward-looking perspective in the continuous refinement of face recognition systems.
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