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Abstract: 
The objective of this paper is to offer insights into the parameters and techniques utilized in automated fraud detection systems for online transactions. As the prevalence of online transactions has risen, concerns regarding data security and fraud have also heightened. Extensive research has been conducted on this subject, resulting in numerous available papers. This paper aims to provide a clear direction for researchers in developing automated fraud detection systems to thwart online transaction fraud.
Methodology: This literature review meticulously analyzes and compares various fraud detection techniques employed during online transactions. A comprehensive examination of leading journals has been undertaken, presenting the core methodologies outlined in the papers. The article also illuminates different parameters integral to fraud detection techniques during online transactions.
Key Findings: Numerous fraud detection techniques exist, each completing its tasks uniquely. After scrutinizing 41 research papers, 14 books, and four reports, a total of 30 parameters have been identified. A detailed exploration of these parameters, along with their specific applications in online transaction fraud detection, is presented. The paper offers empirical insights into the significance of these parameters in developing an automated fraud detection security system.
Research Limitations and Implications: This paper provides empirical insights into the identified parameters and their importance in crafting an automated fraud detection security system for online transactions. It encourages researchers to contribute to the development of enhanced fraud detection systems, acknowledging the existing research limitations.
Practical Implications: The paper serves as a guide for researchers by narrowing down the focus on fraud detection methodologies. The analysis aids in identifying prevalent research topics in the field, offering a deeper understanding of the internal workings of parameters and techniques used in fraud detection systems. This literature also stimulates researchers to explore various avenues for utilizing these parameters in developing effective fraud detection systems.


Introduction:
	Online transactions are one of the most straightforward ways to move money from one account to another. With the use of a computer, the internet, or a transaction device, this event can be carried out from any location. Online transactions are a practical and convenient approach to make payments online. For online transactions, you can either use a credit card, debit card, or the small account credentials. Despite all security precautions, there have nevertheless been reports of various online payment frauds.Candidate must bear financial loss in online transaction fraud. According to Delamaire et al. (2009) and Euromonitor International (Delamaire et al., 2009), 120 million credit cards, debit cards, and charge cards were used in Germany in 2004. Due to widespread credit card use and the simplicity with which credit card fraud can be committed, credit card usage has increased. Card fraud losses in the UK alone were £467 million in 2006 and rose to £567.5 million in 2015, according to an annual report (Financial Fraud Action-UK, 2017).
. This paper's main objective is to analyse several online fraud detection strategies employing different methodologies and factors (Oracle Financial Services Software, 2014) used to present the fraud during online transactions.[bp 1].

In order to reduce their complexity and heterogeneity, they have grown to be so complex and intelligent. risks connected thereto (PricewaterhouseCoopers, 2019). According to PricewaterhouseCoopers (2019), high-profile banking officials in Ghana who participated in a poll place a high priority on cyber security threats and are investing heavily to prevent and promptly mitigate any attacks that do take place.The extent of fraud, which is a widespread and long-standing phenomena in the world, is crucial because a large portion of it goes unreported and a large portion of those found. It is well known that no aspect of the financial system is secure against fraudsters, not even the safety measures put in place to prevent it (Adewumi, 2000; Nwankwo, 2001).
The use of inactive accounts and checks in the banking industry is the most effective type of fraud, according to Repousis et al. (2019), who determined that forgeries, bribes, and money laundering are the most significant forms of fraud risk. According to Boateng and Molla (2006), electronic banking is the use of the internet as a remote delivery platform for banking services, including accessing and verifying account transactions, checking accounts, printing receipts, reporting unrecognised and underpaid cheques, and much more.Electronic banking is a cutting-edge technology that has opened up new possibilities for banking operations by facilitating access and allowing banks to do away with lengthy, exhausting lines in banking halls. Despite the fact that the use of electronic banking has a number of significant advantages for bank clients and the entire banking sector as a whole, fraudsters utilise electronic banking tools like automated teller machines (ATMs) and credit cards to steal money from customers' accounts. The confidence that clients have in their banks is significantly impacted by this practise by fraudsters, which also damages the banks' reputation (Wada and Odulaja, 2012).[bp 2].


Literature Review:

	Method used 
	Auther 
	Key Findings

	Genetic algorithm and hidden Markov model,
	Agarwal and Reddy (2015) 
	Sequential data analysis, often used in speech recognition and bioinformatics.

	Developed a semi-hidden Markov model.
	Prakash and Chandrasekar (2015)
	Improved modeling of sequences with partially observable states.

	Neural network and fuzzy clustering
	Behera and Panigrahi (2015) 
	Combining fuzzy clustering with neural networks for data analysis.

	Clustering and neural network committee 
	Véronique et al (2015) 
	Using artificial neural networks for cluster analysis

	A neural network made of artificial neurons
	Carneiro et al. (2015)
	Non-linear modeling for various applications, such as pattern recognition. 


	Using artificial neural networks with cluster analysis
	Carneiro et al. (2015)
	

	Big data 
	Chen et al. (2015)
	Addressing the challenges and opportunities of handling large datasets.

	Naive Bayesian approach
	Singh and Singh (2015)

	Probability-based classification and prediction.

	Using a simulated annealing approach,an artificial neural network.
	Khan et al. (2014a)

	Using simulated annealing to optimize artificial neural network parameters.

	Genetic engineering 
	Carlos et al. (2014)

	Generating computer programs through evolutionary processes.

	Systems with artificial immune systems 
	Soltani et al. (2014)

	Mimicking the human immune system for problem-solving.

	Bird migration optimization 
	Duman et al. (2013)

	Optimization and search in complex solution spaces.




Fraud Detection Technique:

An automated screening method called online transaction fraud detection methodology is used to determine if an online transaction is fraudulent or not. When fraud is discovered right away during an online transaction, it is incredibly beneficial. Consequently, financial organizations are constantly searching for a better way to identify fraud. While con artists employ advanced techniques Fraudsters must identify new and enhanced technology in accordance with their capabilities. As new technologies develop, new breakthroughs for identifying fraudulent transactions due to the fact that con artists are carrying out fraudulent transactions in a new manner each time. Several methods are employed to identify the fraudulent transaction, including concealed Markov model
(Agrawal et al., 2015; Prakash and Chandrasekar, 2015; Dhok and Bamnote, 2012; Prakash and Chandrasekar, 2012; Khan et al., 2014b), artificial neural 
network (Behera and Panigrahi, 2015; Bekirev et al., 2015; Carneiro et al., 2015; Van 
Vlasselaer et al., 2015; Khan et al., 2014a; Brause et al., 1999; Aleskerov et al., 1997), big data (Chen et al., 2015), genetic (Assis et al., 2014; Ramakalyani and Umadevi, 2012; Duman and Ozcelik, 2011), artificial immune system (Halvaiee and Akbari, 2014; Soltani et al., 2012), Bayesian (Singh and Singh, 2015; Renuga et al., 2014; Panigrahi et al., 2009), migrating bird optimization (Duman and Elikucuk, 2013; Duman and Elikucuk, 2013), data mining (Philip and Sherly, 2012) and others (Sánchez et al., 2009; Quah and Sriganesh, 2008; Bentley et al., 2000; Ganji and Mannem,2012).
 
Every methodology has its own characteristics with their Automated fraud detection techniques. In three stages, the authors (Behera and Panigrahi, 2015) put their innovative strategy into practise. The card's verification and authentication details are checked in the first stage. The transaction pattern is analysed and processed to classify using fuzzy logic in the second phase. The C-means clustering approach, as described by Sadaaki et al. (2008), is utilised to distinguish the transaction patterns as either suspicious or typical based on previous transactions customer's past history. A neural network method was used in the third phase (Bianchini et al., 2009; feed forward with backwards compatibility (Braspenning et al., 1995; Hassoun, 1995; Graupe, 2013). An technique for supervised learning and propagation is used to analyse suspicious transaction patterns to determine whether or not the questionable transaction is genuinely fraudulent. 

By modifying the network's weight, the authors (Khan et al., 2014a) trained the neural network to detect credit card fraud by putting the simulated annealing approach (Van Laarhoven and Aarts, 1987) into practise. The simulated Metropolis-Hasting algorithm For artificial neural networks, annealing is employed to determine the optimal weight configuration. Solving the local optimization problem is the primary goal of the simulated annealing algorithm. Reduce and complete tasks in less time. The author stated that there was a 92% success rate for identifying fraud instances and having an 85% success rate in identifying non-fraud cases.

According to two factors—geographical location and consumer buying patterns—the author of this study (Singh and Singh, 2015) used a Bayesian learning technique to categorise the present transaction as suspicious or not. Using the k-means clustering algorithm, these parameters are grouped. Three spending profiles—high, medium, and low—were used by the author to analyse client behaviour. This indicates that a consumer does not use their entire money to buy the product if they are classified as a medium-spending profile and are salaried. Transactions are classified as suspicious transaction categories if there is any divergence in the spending profile.

parameters for the approach of detecting fraud

Based on two factors—geographical location and consumer buying patterns—the author of this study (Singh and Singh, 2015) used a Bayesian learning technique to categorise the present transaction as suspicious or not. Using the k-means clustering algorithm, these parameters are grouped. Three spending profiles—high, medium, and low—were used by the author to analyze client behavior. This indicates that a consumer does not use their entire money to buy the product if they are classified as a medium-spending profile and are salaried. Transactions are classified as suspicious transaction categories if there is any divergence in the spending profile.

1. Artificial Neural Network:

It blends computer power with human thought processes to create a hybrid brain. Utilizing neurons as the decision sites and the edges connecting them, it computes the input from every neuron in the preceding layer to the outcome at the present neuron. On pattern recognition, it is predicated. The network first loads data from the prior year, using that information to determine if a new transaction is fraudulent or legitimate. The training of the system can be either supervised, meaning that the predicted output is compared with real outcomes for a given transaction, and the system is trained, or unsupervised, meaning that there are no actual results to compare the expected output with.

2. Decision Tree

It is a prediction and classification computing tool.
A tree is made up of leaf nodes (terminal nodes) that include class labels, interior nodes that indicate tests on attributes, and branches that indicate test results. It divides a dataset iteratively using the breadth first greedy technique or the depth first greedy approach, and it finishes when every element in the dataset has been allocated to a certain class. 
The data must be divided into groups where a single class predominates in each group for the partition rule to be effective. 
Stated differently, the optimal partition is the one where the subsets are manifestly distinct to the greatest extent possible, meaning they do not overlap.

3. Fuzzy Logic:

It is used in the cases when we do not have discrete truth values i.e., they are continuous. It is a multi-valued logic. 
A transaction can be categorized as authentic or fraudulent based on a certain set of rules. Fuzzy logic consists of three crucial steps that must be followed in the specified order: 

· Fuzzification
· Rule-Based
· Defuzzification

Fuzzification involves assigning a monetary value to each incoming transaction, which allows us to categorize it as high, low, or medium. The process of creating rules based on consumer behavior is known as rule-based. If the transaction complies with the specified set of rules, it may proceed. 
In Defuzzification, a transaction is prohibited from taking place if it does not follow the predetermined set of guidelines. It is instantly paused, and the customer is asked to confirm whether they would like it to continue or be terminated.

4. Support Vector Machine

It is a supervised learning approach that uses a hyperplane to divide a dataset into distinct groups. SVM seeks to locate this hyperplane. 
Although there might be a lot of hyperplanes, our goal is to identify the best one. Support vectors are the points in each class that are closest to the hyperplane; these support vectors are used to forecast the classes of new data points. A newly entered point is added to the hyperplane's equation and categorised according to the class to which it belongs based on where on the vector space it falls on the hyperplane. We provide our system supervised data to train it. data whose outcomes are known already. 
It can categorise future transactions based on their classification after learning the characteristics of both authentic and fraudulent transactions.

5. Bayesian Network

It is a probabilistic model that is utilised for the automated detection of different occurrences since it is predicated on the Bayes Theorem of conditional probability. It is made up of nodes and edges, where the random variables are represented by the nodes and their probabilistic distribution is represented by the edges connecting the nodes. We determine the predetermined maximum and lowest values of the odds that a transaction is lawful or fraudulent. Next, we see that the chance of a newly arriving transaction being legitimate is more than the maximum defined value for fraudulent transactions and less than the lowest defined value for legitimate transactions. The transaction is categorised as fraudulent if this is the case.

6. K-Nearest Neighbour

For predictive regression and classification issues, it is one of the most popular algorithms. Distance measurements, distance rule, and K value are the three variables that determine its performance. For each entering data point, distance metrics provide a way to find its closest neighbors. Through feature comparison with nearby data points, the distance rule assists us in assigning a class to a newly discovered data point. The number of neighbors to compare with is determined by the value of K. Choosing the factor K is a crucial question. The training and validation datasets are kept apart from the original dataset in order to determine the ideal K value. To get the value of K, a graph based on the validation error curve is now plotted. Every prediction should make use of this K value. Every new transaction is classified as belonging to the dominant class based on the dominating class that we have determined to exist in the immediate neighbourhood.

7. Hidden Markov Model

The term "markov" refers to a state that changes throughout time. Since the states are veiled, direct observation is not possible. However, something connected with them can be seen, and we can forecast the order of state changes based on that series of observations. We first train our model using a collection of parameters, such as the cardholder's spending habits. 
This profile is the basis for selecting the initial set of probability. 
Next, our model analyses each incoming transaction and classifies it as fraudulent if it deviates from the cardholder's typical profile and behaviour by more than a threshold value. As a result, the states in the hidden markov model are unable to accept the transaction.

8. Logistic Regression

Logistic regression is used to counteract the anomalies in linear regression, which occur when the regression yields values greater than 1 and less than 0. Even though the term "regression" suggests otherwise, logistic regression (LR) is a classification technique that predicts binomial and multinomial outcomes by estimating the values of the parameter's coefficients through the use of the sigmoid function. Clustering is done using logistic regression, which analyses the values of an ongoing transaction's properties to determine whether or not it should move forward.

COMPARITIVE ANALYSIS

We compute the true positive, true negative, false positive, and false negative produced by a system or an algorithm and utilise these in quantitative measurements to assess and analyse the performance of various systems in order to compare different approaches. 
The quantity of fraudulent transactions that the system identified as fraudulent is known as the True Positive (TP). The number of transactions that were both deemed and found to be valid is known as the True Negative (TN). The term False Positive (FP) refers to the quantity of transactions that, although valid, were mistakenly labelled as fraudulent. The quantity of fraudulent transactions that the system mistakenly categorised as genuine transactions is known as False Negatives (FN). The different evaluation metrics include:

1. Accuracy is the fraction of transactions that were correctly classified. It is one of the most powerful and commonly used evaluation metrics.
Accuracy (ACC)/Detection rate = (TN + TP) / (TP + FP + FN + TN)

2. Precision also known as detection rate is the number of transactions either genuine or fraudulent that were correctly classified.
Precision/Detection rate/Hit rate = TP / TP + FP
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3. Sensitivity measures the fraction of abnormal records (the records that have maximum chances of being fraudulent) correctly classified by the system. 

True positive rate/Sensitivity = TP / TP + FN
4. Specificity measures the fraction of normal records (the records that have minimum chances of being 
fraudulent) correctly classified by the
system.
True negative rate /Specificity = TN / TN + FP

4. False Alarm rate measure out of total instances classified as fraudulent how many were wrongly classified.
False Alarm Rate = FP/FP+TN

6. Cost tells the effective cost of our system.
Cost = 100 * FN + 10 * (FP +TP)
We have compiled a comparison done on the KDD dataset from the standard KDD CUP 99 Intrusion Dataset on 
all of the techniques mentioned in previous section using four measurement metrics: Accuracy, Precision, False 
Alarm Rate and Cost

	Techniques
	Accuracy
	Detection 
Rate 
(Precision)

	False 
Alarm 
Rate


	Support Vector Machine
	94.65%
	85.45%
	5.2%

	Artificial Neural Network
	99.71%
	99.68%
	0.12%

	Bayesian 
Network 

	97.52%
	97.04%
	2.50%

	K- 
Nearest 
Neighbour 
(KNN) 

	97.15%
	96.84%
	2.88%

	Fuzzy Logic 
Based System 

	95.2%
	86.84%
	1.15%

	Decision tree
	97.93%
	98.52%
	2.19%

	Logistic Regression
	94.7%
	77.8%
	2.9%




CONCLUSION

Although there are several fraud detection techniques available today but none is able to detect all frauds completely when they are actually happening, they usually 
detect it after the fraud has been committed. This happens because a very minuscule number of transactions from the 
total transactions are actually fraudulent in nature. So we need a technology that can detect the fraudulent transaction 
when it is taking place so that it can be stopped then and there and that too in a minimum cost. So the major task of 
today is to build an accurate, precise and fast detecting fraud detection system for credit card frauds that can detect not 
only frauds happening over the internet like phishing and site cloning but also tampering with the credit card itself i.e. it 
signals an alarm when the tampered credit card is being used. The major drawback of all the techniques is that they are 
not guaranteed to give the same results in all environments. They give better results with a particular type of datasets and 
poor or unsatisfactory results with other type. Some techniques like Artificial Neural Network and Naive 
Bayesian Network though have high detection rates and gives high accuracy they are very expensive to train. Some 
like KNN and SVM gives excellent results with small data sets but are not scalable to large datasets. Some techniques 
like decision tree and support vector gives better results on sampled and pre-processed data whereas some techniques 
like logistic regression and fuzzy systems give better accuracies with raw unsampled data.

Filling up these gaps with a combination of different 
strategies that are now employed in fraud detection to overcome their shortcomings and achieve improved results. J. 
Decision trees and neural networks have been hybridized by Esmaily and R. Moradinezhad; neural networks and genetic algorithms have been hybridized by R. Patidar and L. Sharma; fuzzy clustering and neural networks have been hybridized by T. Kumar and S. Panigrahi; hidden Markov model, behavior-based technique, and neural networks have been hybridized by A. Agrawal and others; bayesian networks and artificial neural networks have been hybridized by Sam Maes; Sahin, Y., and E

A combination of decision trees and fuzzy expert systems has been proposed by Duman, while a combination of fuzzy expert systems with fogg behavioral analysis has been proposed by M. R. HaratiNik and others.
The secret to creating a strong hybrid model is to combine an expensive training method that yields very exact and accurate results with an optimization method that reduces system costs and speeds up system training. The applications and environment of the fraud detection system will determine which hybrid technique is used.

FUTURE SCOPE

Based on the above comparison of the different credit card fraud detection techniques, it can be concluded that Artificial Neural Networks are the most effective in this situation. However, the drawbacks of Artificial Neural Networks are that they are very expensive to train and can easily be overtrained. In order to reduce their cost, we need to build a hybrid of neural networks with optimisation techniques. Optimisation techniques that can be successfully combined with Neural Networks are genetic algorithm, artificial immune system, case based reasoning and any other optimisation technique. Genetic algorithm helps in selecting the optimized weight of the edges of the neural network. Artificial immune system reduces the cost by removing the weight that causes the maximum error. Case based reasoning first attempts to predict the outcome based on a direct match of the user's profile.
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